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Abstract: In this work, we present a method to generate, from 
text documents, fuzzy rules used to classify documents and to 
improve the information retrieval. With this method, we face the 
issue of dimensionality in text documents for information 
retrieval. We also present a comparison analysis among the 
method that we proposed and well-known machine learning 
methods for classification. The aim of our work is to develop a 
mechanism to reduce the high dimensionality of the 
attribute-value matrix obtained from the documents and, 
consequently, scale up the proposed classifier. Some experiments 
have been run using different domains in order to validate the 
proposed approach and compare the results with the ones 
obtained with the OneR, K-Nearest Neighbor classifier, C4.5, 
Multi-variable Naive Bayes, and SVM methods. The 
experiments and the obtained results showed that this is a 
promising approach to deal with the dimensionality problem of 
document for information retrieval. 
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I. Introduction 

With the popularization of the Internet, a lot of on-line 
information is generated, and the use of systems for collection 
and storage of digital information by different organizations is 
also increased. According to Herrera-Viedma and 
López-Herrera in [1], the amount of information available 
makes necessary the development and use of effective 
Information Access Systems (IASs) that allow to the user the 
easy and flexible access to quality and relevant information. 

When there is a lot of textual information available in a 
digital format, effective retrieval is difficult without good 
indexing and summarization of the document content. 
Document categorization is one solution to this problem and it 
is a very common automatic mechanism for information 
extraction. This is a task of automatically assigning predefined 
categories to free text documents [2]. 

A growing number of statistical classification method and 
Machine Learning (ML) techniques have been applied to 
document categorization in recent years, including 
Multivariate Regression Models, Nearest Neighbor 
Classification, Bayes Probabilistic Approaches, Symbolic 

Rule Learning, and Inductive Learning Algorithm.  
Fuzzy clustering has also been used for document 

categorization [3], [4]. Document clustering has also been 
widely applied in the field of information retrieval for 
improving search and retrieval efficiency.   

The dimensionality problem, as questioned by Yang and 
Pedersen in [2] more than ten years ago, has been one of the 
topics frequently discussed in the ML community in the last 
years. This important issue continues to attract the attention of 
researchers nowadays.  

One of the major characteristics or difficulties of the 
document categorization is the high dimensionality of the 
feature space. The native feature space consists of the unique 
terms that occur in the documents, which can be thousands of 
terms for even a moderate-sized text collection. Thus, 
documents are represented as sets of terms, in which the terms 
constitute the conceptual units for describing user’s 
information needs. 

The term dimensionality is assigned to the number of 
features in a pattern representation, i.e. the dimension of the 
feature space. The two main reasons for the dimensionality to 
be as small as possible are: the cost of the measurement and 
the accuracy of the classifier. Therefore, a reduced number of 
features can prevent the so-called Curse of Dimensionality 
[5], which refers to the exponential growth of the hyper 
volume as a function of dimensionality. 

Furthermore, automatic information extraction and access 
from large data sets, especially data sets obtained from text 
documents, faces an important issue that is the scaling up 
problem. This problem occurs during the evaluation of the 
document classification algorithm. Besides producing 
excessive storage requirements, the scaling up increases time 
complexity and affects to generalization accuracy, introducing 
noise and overfitting [6]. 

In this work, we consider the issues of dimensionality and 
scalability of a document classifier in terms of information 
accessing. The classification task is one of the steps to 
automatic recover the information that the user accesses by a 
query in an Information Retrieval System (IRS).  

We are addressing the dimensionality reduction of text 
collections by means of fuzzy groups and classification of 



documents through the construction of a fuzzy rule base 
obtained from these groups. 

This paper is organized as follow: in Section 2, we discuss 
the dimensionality problem in text information retrieval. Next, 
in Section 3 we introduce the experimental methodology for 
classification that is considered in this research followed by 
some results in Section 4. Finally, in Section 5, we conclude 
and point future directions of this research. 
 

II. The Dimensionality Problem in Text 
Information Retrieval 

According to Herrera-Viedma in [7], the Information 
Retrieval (IR) involves the development of computer systems 
for the storage and retrieval of textual information 
(documents). The main activity of an IRS is to gather pertinent 
documents that better satisfy the user information 
requirements (query). 

According to Bordogna et. al. in [8], by formulating a 
request for information, an user tries to express a set of 
concepts, that considers essential, to retrieve that information 
- this process is subjective and imprecise in nature. When 
using an IRS, an user engages with a collection of stored 
information through an automatic intermediary. The 
automatic intermediary analysis the user’s request and 
retrieves the information that it judges to be satisfying for the 
user’s needs. This request must be expressed in a query 
language, which the automatic intermediaries are able to 
interpret. The ability of systems to interpret a request begins in 
the representation of the documents. Thus, it is essential that 
the method of document classification aim the 
comprehensibility of the documents during the information 
retrieval process. 

During a request, it is also important to treat the term 
relevance according to the user’s preference. In this sense, 
Pasi and Bordogna in [8]–[10] were the first to propose the 
treatment of the term relevance in a query as a fuzzy linguistic 
variable and, according to them, the Fuzzy Set Theory (FST) 
proposed by Zadeh in [11] provides a simple and suitable 
means to deal with qualitative and imprecise criteria.  

FST enables the interpretation of a certain knowledge 
expressed in a linguistic format through a mathematical 
representation. In general, the use of fuzzy sets can consider 
the imprecise knowledge inherent to the real world. The fuzzy 
sets also allow the representation of vague concepts expressed 
through linguistic terms such as high temperature, low cost or 
cold weather [12]. 

It is possible to develop more powerful mechanisms to 
represent knowledge by exploring the use of Fuzzy 
Classification Systems (FCS) and managing a level of details 
of knowledge. These details should be sufficient to deal with 
vagueness and uncertainty of real knowledge, because they 
include the management of uncertainty in the final model. 

FCS are Fuzzy Rule-Based Systems (FRBS) designed with 
the specific goal to perform the task of classification. A fuzzy 
rule is an if-then rule that describes a chunk of knowledge 
about a domain using propositions of Fuzzy Logic [12] by 
establishing relations between input variables and output 
variables.  

In FRBS, the high dimensionality with large number of 
features can be tackled from a double perspective [13]: 

1. Through the compactness and reduction of the 
rule set, minimizing the number of included fuzzy 
rules. Unnecessary rules can be eliminated with 
the aim of having a more cooperative rule set in 
order to obtain an FRBS with better performance. 

2. Through a feature selection process that reduces 
the operation level among the rules. The 
operation level depends on the number of features 
used by the FRBS. 

Some aspects of imprecision of the textual information 
have been studied in the literature using the theory of fuzzy 
sets combined with Clustering. These studies cover the 
development of clustering techniques for the organization of 
documents in a Text Mining (TM) process, and IR and focus 
mainly on improving the ways of indexing or querying of 
documents. 

Clustering techniques have been applied since long time to 
organize documents belonging to the same cluster in adjacent 
positions in the storage media, thus minimizing the number of 
accesses needed to retrieve documents about a topic. 
According to Rodrigues and Sacks in [14], topics that 
characterize a given domain of knowledge are sometimes 
associated with each other. Furthermore, these topics may also 
be related to the topics of different areas and the documents 
may contain relevant information to differentiate fields to 
some degree. 

Some approaches using fuzzy clustering algorithms for TM 
can be found in [15]–[19]. Through these algorithms, 
documents are assigned to multiple groups simultaneously and 
relationships among the domains can be found.  

In addition to the effort made by researchers to solve the 
problems of TM using fuzzy clustering, researchers in the 
field of IR have been developing models for the representation 
of large collections of text documents. According to Crestani 
and Pasi in [20], the effectiveness of information retrieval 
systems is related to the ability of the systems to deal with 
uncertainty and imprecision of the recovery process. 
However, commercially available IRS ignore this type of 
information, by simplifying the representation of the 
document contents and the interaction of the user with the 
system.  

In recent years, a great deal of research in IR has aimed at 
modeling the vagueness and uncertainty, which invariably 
characterize the management of information. The most 
common approaches are those based on methods of Natural 
Language Processing (NLP) analysis [20], Probabilistic 
Methods (PM) [21], and Soft Information Retrieval (SIR) 
[22]. 

The main limitation of methods based on NLP is the 
deepness level of the language analysis, and their consequent 
range of applicability. A satisfying interpretation of the 
meaning of the document needs a very large number of 
decision rules even in narrow application domains. On the 
other hand, approaches based on PM are more general: their 
objective is to define retrieval models, which deal with 
imprecision, and uncertainty independently on the application 
domain. The aim of probabilistic IR is to develop ad hoc 
models able to deal with the uncertainty of the retrieval 
process. Furthermore, the set of approaches based on IRS has 
received increasing interest from the use of techniques to deal 
with vagueness and uncertainty. The application of soft 
computing to IR, especially FST, is particularly useful to 
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model mechanisms which learn the user notion about 
relevance of documents [21]. 

Therefore, the FST has been successfully employed to 
model relevance judgment formulations based on the 
extension of document representation [12]. In addition to this, 
according to Kolland and Srinivasan in [23], it has proved that 
FST presents better results than probabilistic models. 

The work of Bordogna and Pasi in [24] is the most relevant 
to our approach. In this paper, the authors show a good 
motivation for linguistic representation of documents, 
suggesting the use of rules for information retrieval, 
qualifying linguistically both the terms that represent the 
document and the retrieved documents. But in their approach 
they do not consider the dimensionality and interpretability 
problem of the representation of documents. The 
interpretability problem in fuzzy classification systems has 
been improved by a lot of methods [25]–[32]. On the other 
side, the dimensionality problem is focused in this paper. 

A FRBS exponentially increases the size of the input and 
output space caused by the use of linguistic variables when 
problems with high dimensionality are addressed. For 
example, problems in which the knowledge obtained from a 
collection of textual documents is used.  A large number of 
variables do not guarantee a good interpretability. Moreover, 
with an excessive number of input variables, the linguistic 
rules also lose part of its description ability, and the user’s 
understanding about the condition to activate the rule becomes 
more difficult. 

Approaches focusing on the same topic presented in this 
paper aim to bring a group of documents closer to the real 
relevance of a document, which is related to a particular topic 
of a specific collection [4], [15], [16]. The relevance is 
measured by the expectation of the user when organizing and 
classifying a particular document.  

Given this premise, we developed a mechanism for the 
generation of classification fuzzy rules from a given document 
collection so that we can classify the documents using a 
smaller search space. This mechanism is explained in the next 
section. 
 

III. Fuzzy Rule-Based Documents Classification 

Vagueness and uncertainty are present in all textual 
information, as different writers or readers deal with the text 
from different perspectives and representation of the content 
(when organizing documents) or expectations (for a query). 
Moreover, generally, the decision or classification of the 
relevance of these texts is associated with a given condition 
imposed by the user or even the words and terms that were 
used throughout the text. Fuzzy logic can lead to techniques 
that deal with the vagueness and uncertainty typical of real 
situations, besides being widely used and well founded. 

With the use of fuzzy clustering, specifically, the 
documents can belong to more than one domain topic, 
represented by one group, with varying degrees of relevance 
favoring the organization of textual information. In general, in 
the pattern extraction step by means of clustering algorithms 
on the text mining process, topics related to the documents are 
inferred from lists of words from the text that are the most 
discriminating of each cluster. 

Using fuzzy rules from fuzzy clustering, the relevance of 
documents with relation to groups can be represented by 
means of linguistic terms, which resembles in a more 
appropriate way the indication of importance given by human 
beings. For example, a document can belong “a lot”, or “a 
little” to a particular group/topic, or a topic can be “very 
important”, or “less important” for the user's query. Moreover, 
the importance of documents in groups through linguistic 
terms allows the generation of fuzzy rules that can be used in 
the recovery of textual information, through the reasoning 
mechanisms that use fuzzy rules with facts, to make 
inferences. 

With this motivation, we propose a dimensionality 
reduction using fuzzy clustering of documents and then, the 
generation of classification fuzzy rules. 

A. Dimensionality reduction 

After filtering the base of documents, the preprocessing of 
texts should seek to structure the documents in order to make 
them able to be analyzed by the algorithms of pattern 
extraction. The most common textual data preprocessing is a 
representation of a vector space in the form of an 
attribute-value matrix, so that each line corresponds to one 
document in the collection and each column corresponds to 
one term (attribute) in this entire collection of documents. 
Thus, each cell of the matrix is associated with a measure such 
as the binary measure, indicating the presence or absence of a 
term in a document, the frequency of a term in a document, or 
the weighted frequency of a term in a document according to 
its distribution throughout the collection. 

Generally, the terms present in the attribute-value matrix 
are first examined and prepared. In an initial effort, we seek to 
disregard terms that do not represent useful knowledge 
through the elimination of stopwords, which are not relevant 
words in the analysis of texts and usually consist of 
prepositions, pronouns, articles, and interjections, among 
others.  

The attribute-value matrix of the document collection is 
inherently high dimensional and sparse, which sometimes can 
make the process of analysis computationally very expensive 
or even impossible. This negatively affects the outcome of 
some knowledge extraction algorithms. Thus, it is very 
important for the process of analysis to select the most 
relevant terms from the document collection, making the set of 
terms more concise but not less representative in relation to 
the original set. 

Furthermore, according to Sebastiani in [33], there is a risk 
in the removal of terms, since it is possible to remove 
potentially useful information about the meaning of the 
documents. Thus, in order to obtain optimal (cost) 
effectiveness, the reduction process must be performed with 
care. 

There are two ways of dimensionality reduction in terms of 
the nature of the resulting terms [33]: (1) Term selection, in 
which the set of term T' is a subset of T, and (2) Term 
extraction, in which the terms in T’ are not of the same type of 
the terms in T, but are obtained by combinations or 
transformations of the original ones.  For example, if the terms 
in T are words, the terms in T' may not be words at all. 
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In this work, we manage the dimensionality reduction with 
a term selection by frequency and propose a new term 
extraction method. 

An attribute-value matrix is considered as a document-term 
matrix A{m×n} , in which each cell adt is represented by the 
frequency fdt, i.e., the frequency (value) of the term (attribute) 
t in a document d.  

In general, the text classification consists of a set of classes 
C = {c0, c1, . . ., ck}, k ∈ N, a set of documents D where each 
document is represented by a vector of frequencies F, and a 
function r: D → {0, 1, . . ., k} called classification rule. D is the 
set of all documents so that each document d ∈ D belongs to 
exactly one class in C. Thus, it is desired to find a set of S 
classification rules that returns the correct class label for each 
document in D. 

If the rules were generated from an attribute-value matrix 
without reduction, the interpretability would be 
incomprehensible. For example: suppose there is a collection 
of 100 documents and, from the preprocessing, 1000 terms are 
obtained that represent these documents. Considering that 
each term is represented by a variable in the rule, a rule with 
1000 variables in the antecedent is not easy to interpret by 
human beings. Furthermore, an information retrieval process 
could spend a lot of time to decide on the best document to be 
recovered for the user. Therefore, with a big number of 
antecedents in the rule, the search space increases 
exponentially. 

In order to reduce the number of antecedents in the rules 
without the loss of information by the discard of terms, we 
proposed a method for term extraction transforming the 
document-term matrix A{m×n} , which represents documents by 
the frequency of terms, in a matrix with a minor 
dimensionality, as a document-group matrix A’{m’×n’} . 

For the purpose of the dimensionality reduction of the 
document-term matrix and better process of information 
retrieval, we modified the Fuzzy C-Means algorithm to cluster 
text documents into groups so that all documents belong to all 
groups with different membership degrees. The change in the 
clustering algorithm was obtained replacing the original 
Euclidean distance measure used in the Fuzzy C-Means by the 
Cosine similarity to manage the text documents because of the 
large dimensionality of the attribute-value matrix.  

The membership degrees represent the relevance of a 
document in each group and compose the cell of the obtained 
new matrix. Therefore, we work with an attribute-value matrix 
A’, with A’{m’×n’}  < A{m×n} , i.e. m’ = m e n’< n, in which each 
cell adg is represented by the membership degree Ai(adg), i.e., 
the membership degree (value) of the document (attribute) d 
in a group g. 

B. Classification fuzzy rules 

Since the groups have been found, we can generate the fuzzy 
rules by any fuzzy rule generation method. In this work we 
used the well-known Wang&Mendell [34] method because of 
its simplicity and good results discussed on the literature. The 
generated rules can then be used to classify the documents. 
  

In our proposal, the rules will assume the format: 
 
IF  G1 is Low AND G2 is Mid AND G3 is High THEN   

C is Artificial Intelligence 
 

where G1, G2 ... Gn represent groups formed by clustering the 
documents and C is the class of the documents. 

The inference method used in this paper works as follows. 
Let dp = (gp1, gp2, ..., gpn) be a document to be classified, in 
which (gp1, gp2, ..., gpn) represents the membership degree of 
the document dp in each group, and {R1, R2, ..., RS} the set of S 
rules of the classification system, each one with n antecedents. 
Let Ai(gpi), i = 1, ..., n, be the membership degree of the 
attribute gpi in the i-th fuzzy group of the rule Rk. Based on the 
Classical Fuzzy Reasoning (CFR) method, also known as the 
“winner rule” method [35], the process of inference used to 
classify the document dp is:  

1. Calculate the compatibility degree between the input 
document dp and each rule Rk, k = 1,.., S:  

  Compat(Rk,dp)=t(A1(gp1),A2(gp2),..., An(gpn)),       in 
which t denote one t-norm; 

2. Find the rule Rkmax with the highest compatibility 
degree with the document; 

3. Define as output of the inference process the class Ck 

of the rule found in the previous step. 

IV. Experimental Results and Analysis 

In previous experiments presented in [36], we analyzed the 
influence of the preprocessing on the generation of fuzzy rules 
by clustering, because at the end of the preprocessing step the 
attribute-value matrix obtained is inherently high dimensional 
and sparse. Such characteristics sometimes can make the 
process of analysis computationally very expensive or even 
impossible, and negatively affect the outcome of some 
algorithms for knowledge extraction. 
 In these experiments, five data sets obtained from the 
proceedings of the ACM digital library 
(http://portal.acm.org/) were used. Each data set has 5 classes 
with about 90 documents (instances) per class. These data sets 
were preprocessed using the Pretext tool [37] in order to be 
converted to an attribute-value matrix that contains the 
frequencies of each term/word (attributes) in a document. 

Also using the Pretext tool, it was possible to reduce the 
number of terms through a feature selection by the frequency. 
The feature selection step was done according to the five 
different conditions (tests) shown in Table 1, which were 
defined varying the minimum and maximum frequencies of 
selected terms. These particular frequency values were set 
with the objective of designing testing conditions varying both 
the minimum frequencies and the number of attributes, 
considering that our aim was to analyze how much it is 
possible to carry out a feature selection without loss of 
information, measured by the rate of correct classification. For 
instance, in the test 1, all the terms that occur in the documents 
with frequencies between 50 and 500 were selected. 

 
Frequencies 

Tests Minimum Maximum 

1 50 500 
2 100 300 
3 50 100 

4 500 1000 
5 50 1000 

Table 1. Feature selection by frequency. 
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With these tests presented in [36], we checked whether the 

variation in the quantity of attributes (Table 2) derived from 
the attribute selection parameters (Table 1) interposes in the 
performance of the proposed method. 
 

Domain Instances Test1 Test2 Test3 Test4 Test5 
Exp2 399 3132 1357 1436 1713 3398 
Exp2 410 2722 1166 1299 1442 2945 

Exp3 424 3073 1371 1356 1741 3326 

Exp4 394 3072 1313 1430 1653 3352 
Exp5 471 3471 1522 1577 1916 3807 

Table 2. Number of features in each test. 

We carry out a comparison among the obtained results by 
the proposed method in each test for each domain, represented 
by the chart in Figure 1. In this chart, each line represents a 
domain and the vertical axis represents the correct 
classification rate obtained in each test. In order to place 
multiple lines on the same chart, but separated from each other 
to be visualize all at once, a Stacked Line Chart was used, 
which displays the trend of the contribution of each value over 
categories. 

 

  
Figure 1. The results obtained by the proposed method in 

each test. 

As observed in Figure 1, the preprocessing that most 
interposes in the results by lowering the quality of the 
classification, was the feature selection in Test 2. In this test 
the number of attributes was much reduced compared to the 
others tests. The results obtained from the experiments 
suggest that the drastic reduction in the number of attributes 
led to a loss of information. Thus, we decided to continue the 
experiments with the selected domains considering the feature 
selection by frequency obtained in Test 3, which presented an 
intermediate value among the number of selected features in 
each test. Furthermore, in Test 3 there is not a significant loss 
in the correct classification rate obtained by the proposed 
method compared with the other methods. 

We improved the analysis started in [36], comparing the 
proposed method with the well-known document 
classification method: Support Vector Machine (SVM). Other 
classification methods were also compared: OneR, K-Nearest 
Neighbors classifier (K-NN), C4.5 decision tree algorithm 
and Naive Bayes. 

The SVM constructs a hyperplane or set of hyperplanes in a 
high or infinite dimensional space, measuring the complexity 

of hypotheses based on the margin with which they separate 
the data, not the number of features.  Thus, the biggest 
advantage of SVM is its ability to learn independent of the 
dimensionality of the feature space. However, according to 
Shanahan and Roma in [38], the SVM, when applied to text 
classification, provides excellent precision, but poor recall. 

OneR is a machine learning algorithm which produces 
very simple rules based on a single attribute. On the other 
hand, the C4.5 algorithm [39] is a predictive machine-learning 
model that decides the target value of a new sample based on 
various attribute values of the available data. 

The   results obtained by Holte in [40] indicate   that   simple 
modifications to oneR might produce a system competitive 
with C4.5. Furthermore, the comparison among oneR and 
other algorithms aims the evaluation of the tradeoff between 
simplicity and accuracy.   

The K-Nearest Neighbor (K-NN) is an Instance-Based 
Learning (IBL) method. IBL approaches can construct a 
different approximation to the target function for each distinct 
query instance that must be classified. In fact, the K-NN 
constructs a local approximation to the target function that 
applies in the neighborhood of the new query instance, and 
never constructs an approximation designed to perform well 
over the entire instance space. This has significant advantages 
when the target function is very complex. However, the 
disadvantage to K-NN is that it typically considers all 
attributes of the instances when attempting to retrieve similar 
training examples from memory [41]. 

Experimental results obtained by Joachims in [42] show 
that SVMs consistently achieve good performance in text 
categorization tasks, outperforming the other compared 
methods.  However, Gabrilovich and Markovitch in [43] 
demonstrate that in such datasets C4.5 significantly 
outperforms SVM and KNN, although the latter are usually 
considered substantially superior to text classifiers.  
According to the authors, when no feature selection is 
performed, C4.5 constructs small decision trees that capture 
the concept much better than either SVM or KNN. 
Furthermore, even when feature selection is optimized for 
each classifier, C4.5 formulates a powerful classification 
model, significantly superior to that of KNN and only 
marginally less capable than that of SVM. 

The Naive Bayes classifier is based on the Bayes rule of 
conditional probability. It uses all the attributes contained in 
the data, and analyses them individually. According to 
Schneider in [44], this method is often used in text 
classification applications and experiments because of its 
simplicity and effectiveness. However, its performance is 
often degraded because it does not model the text very well.  

A lot of experiments have been carried out comparing all 
these methods in order to analyze their performance for text 
categorization. With this motivation, and to show that our 
method is comparable with the state-of-art, we carried out 
some experiments comparing the correct classification rates 
obtained from our method and the well-known machine 
learning methods for classification. 

The methods used for comparisons in the experiments were 
applied in the documents frequency matrix, without the 
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previous clustering step. Furthermore, the classification was 
done with the default parameters of each method on WEKA 
tool [45]. 

Attempting to achieve an estimate error close to the true 
error, the 10-fold cross validation method was used in all 
experiments and we present the obtained results in Table 3. 

To test whether there is a significant difference among the 
methods, the Friedman with Nemenyi post-hoc tests were used 
with the null-hypothesis that the performance of the six 
methods, assessed in terms of correct classification rates, are 
comparable.  

The critical value of the Chi-square statistics with 5 degrees 
of freedom is 11.07. Thus, according to the Freidman test 
using the Chi-Square statistics, the null-hypothesis that all 

algorithms behave similar was rejected with a 95% of 
confidence level. Furthermore, according to the Nemenyi 
statistics, the critical value for comparing the mean ranking of 
two different algorithms at 95% of confidence level is 3.37. 
Mean-rankings differences greater than this value are 
significant. 

In Figure 2, the overall comparison among feature ranking 
methods is presented. Methods are ordered by performance 
from left to right. A thick line joining two or more methods 
indicates that there are no significantly difference methods. 
Therefore, it is possible to notice that the Naïve Bayes, SVM, 
C4.5 and K-NN methods are not significantly different of the 
proposed method. 

 

 Proposed Method K-NN C4.5 Naïve Bayes OneR SVM 
Exp1 0.840(1.0) 0.371(5.0) 0.719(4.0) 0.802(2.0) 0.318(6.0) 0.789(3.0) 
Exp2 0.960(1.0) 0.505(5.0) 0.844(3.0) 0.827(4.0) 0.410(6.0) 0.878(2.0) 
Exp3 0.880(1.0) 0.238(6.0) 0.696(4.0) 0.792(2.0) 0.307(5.0) 0.762(3.0) 
Exp4 0.480(5.0) 0.485(4.0) 0.838(3.0) 0.914(1.0) 0.396(6.0) 0.858(2.0) 
Exp5 0.600(4.0) 0.323(5.0) 0.730(3.0) 0.837(1.0) 0.291(6.0) 0.824(2.0) 

Average Rank 2.400 5.000 3.400 2.000 5.800 2.400 
Table 3. Correct classification rate. 

 In Figure 2, the overall comparison among feature ranking 
methods is presented. Methods are ordered by performance 
from left to right. A thick line joining two or more methods 
indicates that there are no significantly difference methods. 
Therefore, it is possible to notice that the Naïve Bayes, SVM, 
C4.5 and K-NN methods are not significantly different of the 
proposed method. 

 

  
Figure 2. Comparison among feature ranking methods. 

The results showed that the proposed method is comparable 
with the well-known machine learning methods for 
classification and even comparable with the SVM method for 
document classification.  

The comparative analysis was done through the accuracy of 
each method. However, an important aspect to highlight in 
this contribution is that the dimensionality reduction is very 
important for the use of fuzzy rules in IR problems. A feature 
selection process reduces the operation level among the rules, 
because the operation level depends on the number of features 
used by the Fuzzy Rule-Based Systems. 

The use of fuzzy rules by IRS is highly beneficial when the 
relevance values cannot be expressed by means of numerical 
values. The linguistic approach of IRS gives a more natural 
way to the user requests his/her needs. 

V. Conclusions and Perspectives 

A wide number of algorithms and proposals of the 
state-of-the-art of machine learning have been discussed in the 

field of document categorization. In this article, we presented 
a comparison analysis between some of the main machine 
learning classification algorithms for document classification 
and our proposed method.  

We developed a mechanism to reduce the high 
dimensionality of the attribute-value matrix obtained from the 
documents. The results obtained showed that our method is 
comparable to some of the most effective classification 
method in machine learning and statistics fields. In addition, 
the proposed classifier scaled the document classification up, 
reducing the operation level among fuzzy rules. 

Furthermore, this paper has considered the dimensionality 
reduction to tackle an important issue in the development of 
Information Retrieval Systems:  to recover a relevant 
document for a given user’s query using a small search space. 
Thus, the experiments showed that this is a promising 
approach to deal with the problem of dimensionality when 
fuzzy rules are used to classify documents.  

Moreover, the Wang&Mendell method is a grid-based 
method and one of its problems is the large number of rules 
produced. However, for the proposed method the number of 
rules was very good, because the number of rules were about 
5% of the number of documents. 

Investigations will continue in the future including the 
experiments with different domains, preprocessing of the 
documents and analysis of the reduction in the number of 
rules. Currently, the authors have been working on an 
extension of the method to carry out information retrieval after 
the document organization using rules, in order to make 
inference considering that the same document can activate 
different rules but with different degrees. 
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