
International Journal of Computer Information Systems and Industrial Management Applications.  

ISSN 2150-7988 Volume 12 (2020) pp. 398-411 

© MIR Labs, www.mirlabs.net/ijcisim/index.html        

 

 

Dynamic Publishers, Inc., USA 
 

Received: 27 May, 2019; Accepted: Accepted 19 Oct, 2020; Publish: 3 December, 2020 

A Study on Different Methods of Outlier Detection 

Algorithms in Data Mining 
  

T. Sangeetha 1, and Geetha Mary A 2 
 

1 School of Computer Science and Engineering, Vellore Institute of Technology,  

Vellore - 632 014, Tamilnadu, India 

sangee_arasu05@yahoo.co.in 

 
2 School of Computer Science and Engineering, Vellore Institute of Technology, 

Vellore - 632 014, Tamilnadu, India  

geethamary.a@gmail.com 

 

 

Abstract: In the modern world, data are available widely, and 

it is essential to transform such data into useful knowledge and 

information. Data mining has attracted considerable awareness 

in the field of information and its community. Dataset is a 

collection of significant objects which do not belong to the same 

category. Some objects differ slightly from other regular objects 

are identified as outliers. Detecting outliers are notable because 

its presence slows down the system performance. Most methods 

of data mining dismiss outliers as noise or exceptions. However, 

rare events can be more attractive in some applications, such as 

fraud detection than frequent events. Outlier analysis is also 

known as outlier mining. Many fields such as marketing, sales, 

production, fraudulent identification, customer retention, and 

scientific research, use the acquired data. Rough sets are used to 

handle uncertain and vague data present in the real world. The 

discussion of rough classification, clustering, and different 

outlier detection methods are carried out in detail with suitable 

algorithms and examples. This survey provides an overview of 

outliers and existing outliers by classifying them into different 

dimensions. Wine dataset from the UCI repository has been 

taken to prove the performance of the rough set based entropy 

measure with weighted density value over existing methods.  
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I. Introduction 

Data can be any subject, number, or content that is quickly 

processed by a system. Today, companies have an enormous 

amount of data in different styles and aspects. It includes 

operational information such as inventory and financing, non-

operational information such as weather forecasting, financial 

information, and meta-information, such as the design of 

different databases or definitions for a word like a dictionary 

[1]. Data modeling or link between these objects supplies 

some information. Based on the facts of the past, obtain 

knowledge from the information. The point-of-sale system has 

improved by customers purchasing behavior. In recent years, 

the accumulation of data is more by the mass data acquisition 

in supermarkets, images produced by satellites, and data in 

networking systems.  

It is like drinking from a fire hose to get information out of 

the data. The sheer data size outweighs our capability to search 

for data manually in the hope of finding useful information. 

So, researchers have adopted data mining techniques to do fast 

analysis and summarization of data. In brief, the main task of 

data mining is to discover elegant knowledge automatically 

from repositories, which are substantial [2]. The perspective 

of every person is unique. Each data provides different 

meanings for different users. In the view of a business 

perspective, managers or analysts use it to make profitable 

companies. Earth scientists use it to retrieve knowledge about 

unknown data. System administrators use it to detect 

unauthorized users from resource access. The elemental part 

of Knowledge Discovery Databases (KDD) is data mining. It 

includes three steps, such as preprocessing, mining of data, 

and post-processing. The preprocessing stage involves the 

correcting of data in the right format and selecting relevant 

attributes to make them ready for further analysis [3].  

After processing, all operations are carried out to provide 

the results of data mining, which are easy to accept and 

interpret. The output can be ordered or filtered in such a way 

to eliminate uninteresting patterns to eliminate different 

measures. Techniques like visualization are used to provide 

scientists for investigating the results obtained in data mining. 

The classification of data mining functionalities is predictive 

and descriptive. In predictive, some variables are used to 

predict the variables of another. E-tailers predict their online 

customers who buy their product, biologists predict protein 

function task, and analyst of the stock market predicts the 

prices of future stocks. In a descriptive task, interpretation of 

patterns has been made manually, and its relationships have 

been discussed in detail.  

For instance, Earth scientists need to interpret which force 

influencing climate patterns. In intrusion detection, 

programmers have to identify who attacks the systems in 

networks. Then while analyzing documents that group shares, 

the common theme needs to be interpreted. The predictive 

model is used to extract data. The type of input given to 

predictive analysis is variables that are explanatory to define 

the data and target values with prediction. In online shopping, 
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critical customer data such as age, salary, gender, location, and 

how they are accessing a web page for how much time [4]. 

Except for this, one more variable buy is used to predict 

whether the customer buys or not.  

Predictive modeling can further extend to two kinds, like 

classification and regression. Clustering is a technique to find 

similar data items which are grouped together. Data items in 

one cluster may be similar to data items in another cluster. It 

is used to segment customers on market, categorize 

documents or segment land according to its vegetation limit. 

It gives better understanding and description of data also 

useful when data sets are large. Some objects belong to single 

cluster only. They are replaced as representative object. The 

reduced set of representative objects can be used further in 

analysis of data. When objects characteristics or behavior 

significantly deviates from other objects, they are known as 

anomaly detection. It has been used in intruder system, and for 

predicting fraudulent activities of credit card system. Other 

approaches for anomaly detection are based on statistics or 

inter space or graphical concepts. 

A.Classification 

Based on the given input, classification predicts the output. 

The algorithm needs attributes for training and to predict the 

target attribute. The goodness of this algorithm has been 

known and how it analyzes the input and the outcome is 

forecasted [5]. The input of the training set (Table 1) is the 

patient dataset, which was recorded earlier, whether the 

patient has the symptoms of heart problem or not, and the 

prediction set (Table 2) has clearly shown.  

Classification techniques use prediction rules to acquire 

knowledge. Prediction rules are generated in the form of IF-

THEN, whereas the IF part defines conditions based on 

requirement, and the THEN part produces the prediction 

attribute. 

 

Age Pulse BP Heart Problem 

45 99 150/90 ? 

67 56 110/65 ? 

85 75 153/75 ? 

Table 1: Training Set. 

For instance, IF (Age=65 AND Pulse>70) OR (Age>60 

AND BP>140/70) THEN there is a chance to get heart 

problem, which represents “yes.” The classification method 

uses conjunctions like AND, OR, which provides a 

relationship of attributes so that it is easy for an analyst to 

predict. 

B. Clustering 

Classification analyzes class labeled data to train and predict 

the future, whereas clustering analyzes without considering 

class labels [6]. Clusters are a grouping of objects which are 

having a high degree of similarity or similar objects within a 

class or intraclass. Likewise, objects in a dataset which are 

having similar behavior or characteristics form different 

groups or clusters. Consider an electronic shop's customer 

data to distinguish different subpopulations of customers. 

Figure 1 shows the identified target groups of marketing. 

C. Outliers or Anomalies 

Objects which behave differently from our expectations are 

anomalies or outliers. Detection of outliers is vital in the field 

of medicine, damage of equipment in industries, people’s 

safety and surety, video surveillance and also to detect 

intruders malfunction [7]. The concepts of outliers and 

clusters are the two which related profoundly. Clustering 

technique structures the data according to the majority 

patterns available in the dataset. However, outlier analysis  

tries to identify the exceptional cases which significantly 

deviates from the majorities. But clustering technique and 

outlier analysis offer different services. 

 

 
Figure 1. Data clusters in a specific city 

D. Applications of Data Mining 

The marketing field mainly uses data mining techniques. It 

needs past, current, and predictive data to know about its 

customers, sales, and competitors. Without data mining 

techniques, it is impossible to identify their strengths and 

weakness, feedback given by the customers, and also to make 

effective decisions during an emergency period. Some of the 

analytical processing tools are needed to store and process 

multidimensional data. 

Classification plays a vital role in predicting its customers, 

sales, and product supply, whereas clustering provides a 

grouping of data under similar characteristics. A search engine 

is used to collect information on the web. Based on the user 

query, results are produced or how many users hit a particular 

web page, which is known as hits. Data can be in any form, 

such as text, images, web pages, or excel sheets. Also, data 

have retrieved through public repositories [8].  

Search engines used on the web are computer servers 

specializing in gathering information about the web access 

and storage of data. User query search results frequently 

returned; some lists are known as hits. It may be multimedia 

files or even other file formats where searches have done 

manually or algorithmically. Figure 2 shows the different 

types of data mining techniques. 

E. Structure 

This article provides different techniques for outlier detection, 

which are structured as follows: A detailed description of 

outlier analysis has made in Section II. Section III clearly 

explained outlier types and their classification. Section IV 

discusses the different approaches for detecting outliers. 

 Section V and VI describe parametric and nonparametric 

methods for outlier detection. Section VII describes outlier 

detection based on proximity, and Section VIII describes 

outlier detection based on clustering. Rough sets classification, 

clustering, and outlier detection for numerical and categorical 
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data described in Section IX and the final section end up with 

the conclusion. 

II. Outlier Analysis 

Consider an example, a bank which issues credit card 

monitors customer purchasing behavior frequently. It mainly 

focused on money on how much they are spending and their 

location. If something violates, like purchasing for a more 

significant amount than usual and location different from their 

residence, denotes misuse of the credit card by some other 

person. 

 
Figure 2. Variety of Data Mining Techniques 

These types of transactions have been monitored because 

they differ from the usual ones. The patterns of transactions 

have been differed when the credit card has stolen. These 

kinds of objects which diverge from their normal behavior or 

pattern are outliers [9]. Suppose if a customer buys extra 

coffee rather than usual or buying some bulk items may not be 

denoted as outliers. And if a company sends false alarm, 

always customers get dissatisfied. The outlier differs from 

noise. Many data mining process involves removing noise 

before it has been processed. Suppose a new content appeared 

in social media, it may be defined as outliers initially, but later, 

when it goes under the general category, it acts as a regular 

data. Figure 3 shows outlier objects in region X. 

A.Outlier Classification 

The classification of outliers is of three different types, such 

as global, contextual, otherwise known as conditional or 

collective anomalies. 

 
Figure 3. The objects in region X are outliers 

1) Global Anomalies 

Typical changes in patterns generated while evolving are 

known as global anomalies. Suppose in a trading system, 

transactions that do not obey a universal rule or if a hacker 

tries to hack some systems, broadcasting of messages may be 

within a short period are examples for global outliers [10]. 

2) Contextual or Conditional Anomalies 

These kinds of anomalies exist only in a particular context. 

For example, the temperature recorded at 28°C in Chennai is 

abnormal during the winter season but appeared to be usual 

during the summer season [11]. For that day alone or a 

particular context, it differs is called contextual or conditional 

anomalies. The reason is that they are constrained to a 

particular context. It is of two attributes, such as contextual 

and behavioral attributes. In the example, the temperature is 

contextual based on place and date and behavioral concerning 

pressure and humidity. This method is the generalization of 

local outliers that detect outliers in density-based. It happens 

to be within the local region where it occurs. Global outliers 

consider a whole dataset as a context that holds empty 

contextual attributes. 

3) Collective Anomalies 

The group of objects deviates from the whole dataset, forms 

collective outliers. For example, the supply department 

handles thousands of orders and transactions per day. If 

anyone of the delayed shipment, it is general [12]. Because 

minimal delay is common and acceptable, but if more than 100 

orders delayed at a time, it results in a drastic change that 

forms collective outliers. If a computer system generates a 

service denial message is not a problem. But the group of 

systems sends denial messages to each other indicate hacking, 

which results in collective outliers. Another instance, if a 

transaction occurred between two parties, is standard, but the 

bulk of the stock exchanged within a short delay is a notable 

one, which results in collective outliers. In general, global 

outliers are simple and easy to detect. Contextual outliers 

needed background data based on attributes such as contextual 

and behavioral. Collective outliers also needed background 

data to build a relationship between objects to form groups. 

B. Methods of Outlier Detection 

1) Supervised Technique 

This method models normal and abnormal data. Data miner 

analyzes, and the label assigned to each sample of data. Then 

outliers are detected under the problem of classification. A 

classifier is used to train and test data [13]. The standard data 

are labeled, and which does not match the model are outliers. 

The challenges to supervised outlier detection techniques are: 

It uses two classes such as regular and outliers. Outliers are 

generally available in small numbers when compared to 

ordinary objects. So imbalancing technique is used to do 

oversampling. Artificial outliers are generated to make 

distribution equal to put into a classifier and mislabeling of 

natural objects as outliers should not be happened. Experts 

have to analyze it carefully before labeling each object. 

2) Unsupervised Technique 

In many of the applications, labeling of objects such as regular 

or outliers are not available. Instead, they are assigned 

implicitly. Clustering is a technique where objects fall under 

similar features forms a group[14]. A different object which is 

distant from similarity measures is outlier. The challenges 

faced here are, objects which do not fall any category may not 

be an outlier. Instead, they might be noise. High cost requires 

to construct clusters and then to detect outliers. 



A Study on Different Methods of Outlier Detection Algorithms in Data Mining 

 

401 

3) Semi-Supervised Technique 

It is a combination of supervised and unsupervised techniques. 

Most of the applications need labeled data and unlabeled data 

[15]. A small number of objects are outliers, and the remaining 

are general objects. These labeled outlier objects act as a 

model for remaining outlier objects to detect. 

C. Challenges in Outlier Detection 

The modeling of normal and outlier objects should be 

sufficient. Building an extensive model for standard data is a 

challenging task, and it is complex to define all the possible 

behaviors which are normal. Not all the cases labeling of data 

as “normal” or “outliers” work. Sometimes the generated 

scores also used to identify outliers [16]. 

The outlier detection method varies according to an 

individual application. So constructing a universal method for 

outlier detection is impossible and application dependent. 

Some need similarity or distance measures, and others use a 

relationship model to identify outliers [17]. For example, a 

deviation in the clinical test report is natural to detect outliers, 

but in marketing, fluctuations of data are high. So, identifying 

outliers are complex. 

Already we discussed that noise is different from outliers. 

Low-quality data and the presence of noise are the most 

challenging in outlier detection. They can malformed the data 

and also cause blurriness to differentiate between regular and 

outlier objects [18]. Some noise or missing data may be 

identified as outliers mistakenly, which reduces the 

effectiveness of outlier detection.  

Researchers are interested not only in detecting outliers but 

also to find the reason why they are treated as outliers. For 

instance, if researchers used any statistical methods, how 

much degree it deviates from the other objects to be shown  

[19]. The same method applies to the whole dataset; objects 

which likely deviate from others are outliers. 

D. The different outlook of the outlier detection problem 

Specific issues can be defined based on several factors, such 

as the availability of inputs, resources, or non-availability, 

identifying basic needs based on customer definition and its  

limitations. For any outlier detection techniques, input plays a 

vital role. It takes a data instance or an object which has been 

defined through attributes. Attributes may be in the form of 

binary, continuous, or categorical [20]. The dataset with single 

attribute or multiple attributes is known as univariate or 

multivariate. If the dataset is multivariate, attributes may be of 

the same or also support different data types. After the 

processing of the given input, obtain the output as outliers. It 

may be of two categories such as labeling and scoring 

technique.  

The labeling method label the data with regular and outlier 

objects. Then give the input, so that the classifier generates 

output with normal and outlier objects. It works like a 

classification algorithm. The scoring technique assigns each 

pattern with some outlier score, and it depends to which extent 

it has been considered as outliers [21]. So top most outliers are 

considered or cut off threshold value is fixed. Consider objects 

which are below the threshold value are anomalies or outliers.  

In high dimensional data, search outliers in different 

subspaces. The benefit is, if an object found to be different in 

lower dimensionality, subspace gives sufficient information to 

what extent it is an outlier. It is applicable when an application 

domain has enormous dimensions. The disadvantage is that 

when the dimension increases, noise exists between two 

objects [22]. So distance measure between two objects cannot 

provide the exact link, and classical methods such as density 

or proximity relation, deteriorate when its dimensionality 

increases. 

III. Earlier Approaches for Outlier Detection 

Analysis of outliers on the text was carried out by Pawlak 

based on matrix factorization method. The design is in such a 

way that it fits into different data localities, also provides 

robustness when compared to existing methodologies [23]. 

Outlier detection using ensembles of neural networks obtained 

by variational approximations of the posterior in a Bayesian 

neural network setting. They showed that outlier detection 

results are better than those obtained using other efficient 

ensembling methods. Partitioning Around Medoids (PAM) 

clustering algorithm was developed to detect outliers. Objects 

which do not comes under cluster group forms small clusters 

that are outlier clusters. Remaining outliers detected by 

finding the absolute distance between the current cluster 

medoid and in the same cluster points [24]. Outlier detection 

based on clustering is more effective than a distance-based 

method. It provides accurate results, and also, improves data 

quality. The outlier patterns are captured and reduce the effect 

of outlier data in the preprocessing stage [25]. Many distance-

based measures were employed to detect outliers. One among 

them is Manhattan distance, which outdated the performance 

of statistical and standard interspace measures when the value 

of threshold increased. 

The control chart technique provides better results when 

compared with the linear regression method [26]. Inconsistent 

data can be handled with rough sets to train and test them with 

neural networks with the algorithm backpropagation to 

prevent data inconsistency [27]. The rough entropy outlier 

factor can detect outliers on available real-world data sets, 

which improves the quality of clustering with the rough set 

method by removing outliers. But it works only for numerical 

data. Rough membership function also is used to identify 

outliers based on two publicly available sets. For large 

datasets, group objects under similar features. Some objects 

which do not belong to any cluster are outliers.  

Different kinds of labeling techniques were also used to 

differentiate normal and outlier objects [28]. Neural networks 

generally follow non-parametric and model-based methods. 

They are used to study the boundaries which are involved in 

nature. It requires both testing and training to build the data 

correctly. It finely tunes the network to fix threshold value and 

make ready for classification of data [29].  

To determine outliers in the applications of knowledge 

discovery is more interesting than identifying inliers in a 

dataset. Outliers rarely perceived in data sets, described in the 

information table as abnormal data. In many critical 

applications, such as fraud detection systems, outlier detection 

methods are used to detect suspicious objects that may have 

prominent knowledge hidden in the system. The field of 

statistics has a long history in outlier detection, but well-

known distributed data were mainly focused. So they have 

limitations to apply on multivariate distribution, which could 
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be complicated to apply on real-world databases, which are 

extensive. 

Scientists adopted a non-parametric method, and a new idea 

was proposed using an exemplar of distance from their 

neighbors, which are closer as an estimation of unusuality [30]. 

From audit data, detect remote outliers with computer 

intrusions. The distance measure is an efficient non-

parametric method to identify anomalies. But the 

disadvantage is, it requires more time for calculation.  

IV. Different Approaches to Detect Outliers 

A. Statistical Technique 

It is otherwise known as a model-based technique, which 

assumes regular data. Objects generated through statistical 

methods are known as ordinary objects and which do not 

follow this model are outliers.  

1) Gaussian Model  

Data points that are not in region X fit into a Gaussian 

distribution, in which gD for space x and function for 

probability density at x, denoted by gD (x). Thus, gD is used 

to model the normality of data. For objects in region X, we 

can estimate gD(y), where its probability fits into a Gaussian 

distribution [31]. Since gD(y) value appeared to be too low 

and y is obtained by the model, Gaussian is unlikely to 

determine an outlier. Assuming data provides a good statistic 

model and it holds value. It may be of parametric or non-

parametric methods. 

B. Parametric and Non parametric method. 

Standard data objects are derived through parametric 

distribution with parameter Θ in the parametric method. 

Parametric distribution f(x, Θ) of a probability density 

function, provides the probability in which object x generates 

through the distribution. x is determined to be an outlier when 

the obtained value is lesser. In the non parametric approach, 

the statistical model has not been assumed in prior. It 

determines the model from the input given and does not mean 

that the model is always parameter-free [32]. It always makes 

the machine impossible to learn the model by assumption. So, 

the non parametric method does not consider the parameter in 

advance. It takes dynamically based on the parameter 

flexibility. Histogram and kernel density function are 

examples of non parametric methods. 

V. Parametric Methods 

A. Univariate Outlier Detection 

Consider an average city’s temperature value in June for the 

last 10 years [33]. Assume that it undergoes a distribution that 

is normal with two measures mean (µ) and standard deviation 

(σ). With maximizing the likelihood of log value, evaluate the 

parameters µ and σ. 

 

ln 𝐿(𝜇, 𝜎2) = ∑ ln 𝑓(𝑥𝑖 
𝑛
𝑖=0 | (𝜇, 𝜎2)) = -

𝑛

2
ln(2𝜋) 

  -
𝑛

2
 ln 𝜎2 - 

1

2𝜎2
∑ (𝑥𝑖

𝑛
𝑖=1  - 𝜇)2      (1) 

 

whereas n denotes the number of values taken. Derivatives 

concerning µ and σ2 to be taken and solve the system by 

applying the first-order condition which results in the 

maximum likelihood as shown below:  

 

µ̂ = x̅ = ∑ 𝑥𝑖
𝑛
𝑖=1             (2) 

 

𝜎2 =
1

𝑛
∑ (𝑥𝑖 − 𝑥̅)2𝑛

𝑖=1            (3)   

 

In this example, we have 

 

𝜇 = 
23.0 + 27.9 + 27.9 + 28.0 +

28.1 + 28.1 + 28.2 + 28.2 + 28.3 + 28.4
10

 

= 27.61 

 

Temperature 23.0◦C is likely deviated 4.61◦C from the 

calculated mean. Region µ±3σ holds 99.7% data with 

assumed distribution as usual.  

 

𝜎2 = 

(23.0 − 27.61)2 + (27.9 − 27.61)2 +
(27.9 − 27.61)2 + (28.0 − 27.61)2 +
(28.1 − 27.61)2 + (28.1 − 27.61)2 +

(28.2 − 27.61)2 + (28.2 − 27.61)2 +
(28.3 − 27.61)2 + (28.4 − 27.61)2

10
 

≅ 2.34 

 

Hence  σ ̂ = √2.34 = 1.53. 

 

Apply the formula 
𝑥𝑖−𝑥̅

𝜎2  for individual samples to check 

whether the obtained value is less than or greater than 3. For 

example, value 
4.61

1.53
=3.013 >3, the probability of 23.0◦C has 

achieved through normal distribution should be lesser than 

0.15%, so it is determined to be an anomaly. Further, objects 

are labeled as an outlier when it is far away than 3σ by the 

calculated mean value of the estimated distribution, in which 

σ denotes standard deviation. Statistical outlier detection, 

which is straight forward in nature, is also be applied in 

visualization. The boxplot method is used to plot univariate 

data with the smallest nonoutlier point (Minimum), the lower 

quartile is Q1, Q2 is median, Q3 is upper quartile, and most 

significant non-outlier point (Maximum). The interquartile 

point (IQP) is defined as the difference between Q3 and Q1 

[34]. Objects which are higher than 1.5×IQP lesser than Q1 or 

1.5×IQP greater than Q3 are outliers. The region between 

Q1−1.5×IQP and Q3+1.5×IQP has 99.3% of entities. Figure 4 

shows the boxplot method to visualize outliers. 

 
Figure 4. Outlier Visualization by Boxplot Method 

 

The logic is the same as 3σ used as a threshold in the 
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distribution, which is normal. An alternate approach for 

detecting outliers with distribution, which is normal (Grubbs 

test) or otherwise termed as a residual test, which is maximally 

normed. Z-score for each object (x) in the dataset is calculated 

by 

𝑧 =
|x−x̅|

s
              (4)  

 

where mean is denoted as x̅, and the standard deviation is 

denoted as s for the input. x is determined to be an anomaly if 

 

 Z ≥
N−1

√N
√

𝑡2
α/(2N),N−2

𝑁−2+𝑡2
α/(2N),N−2

          (5) 

 

where the value is taken by t-distribution as t2α/(2N), N−2 at 

the intent level of α/(2N), represents the total objects in the 

dataset as N. 

B. Multivariate Outlier Detection 

Data with two attributes or variables more than that are known 

as multivariate data. Many univariate techniques have 

transformed to multivariate data [35]. The primary goal of 

multivariate data is transformed into univariate data. Some of 

the examples are discussed below: 

1) Mahalanobis distance 

Let us consider a data set that is multivariate, where the mean 

vector is 𝑜̅. For an object, o, Mahalanobis distance from o to 

𝑜̅ is calculated as  

 

𝑀𝐷𝑖𝑠𝑡(0, o̅) = (0 − o̅)𝑇𝑆−1(0 − o̅)   (6) 

 

where the covariance matrix is S, univariate variable is 

𝑀𝐷𝑖𝑠𝑡(0, o̅), and then observe Grubb’s test to this quantity. 

So, transforming of multivariate data is as follows: 

1. For the data set, which is multivariate, then calculate 

the mean vector.  

2. Calculate 𝑀𝐷𝑖𝑠𝑡(0, o̅), for each object o, and then 

Mahalanobis distance from o to o̅. 

3. For univariate data, outliers are to be detected 

𝑀𝐷𝑖𝑠𝑡(0, o̅)| 0 ∈ 𝐷. 

4. 𝑀𝐷𝑖𝑠𝑡(0, o̅) detects outlier, then o is an outlier. 

The next example shows 𝜒2 -statistic, which is used to 

calculate the distance between an object and to the mean value. 

2)  𝜒2-Statistic Method 

The multivariate outliers are detected using 𝜒2-statistic [36] 

under the suspicion of the normal distributed method. The 𝜒2-

statistic for each object, o, is defined as 

 

𝜒2 = ∑
(𝑜𝑖−𝐸𝑖)

𝐸𝑖

2
𝑛
𝑖=1            (7)  

 

where oi denotes the ith dimension of object o, mean is 

represented by Ei, and n represents its dimensionality. The 

entity is identified as an anomaly when its 𝜒2-statistic is large. 

C. Combined Parametric Distributions  

Data generated through normal distribution are suits well in 

many situations. The main disadvantage of this method is that 

it won't work for high dimensional data. At that time, use a 

mixture of parametric distributions. 

1) Multiple Parametric Distributions 

For instance, C1 and C2 are two large clusters. Applying 

normal distribution over the data cannot be worked out here 

because the intended mean is not located within any cluster 

rather than between two clusters [37]. Objects which are lying 

in between the clusters cannot be determined as an outlier 

even though they are very closest to the mean. This problem 

has been overcome by assuming standard data into multiple 

distributions. Let us take any object, o, in the dataset, their 

normal distribution is Θ1(µ1, σ1) and Θ2(µ2, σ2), then for any 

object o, combined distributions are given by 

  

𝑃𝑟(0|Θ1, Θ2) = 𝑓Θ1
(0) + 𝑓Θ2

(0)                  (8) 

 

where probability density function is denoted as f1 and f2, Θ1 

and Θ2, respectively, to know about the parameters such as µ1, 

σ1, µ2, σ2 in a dataset, expectation-maximization (EM) 

algorithm is used to perform clustering. Each cluster 

represents a known normal distribution. If an object, o, does 

not belong to any cluster, which means, the obtained 

probability is very slow when combined with the two 

distributions. 

2) Multiple Clusters 

Data objects may lie either in C1 or C2. Objects which do not 

lie in between C1 or C2 are noisy data that are distributed 

equally in the space [38]. If there exists a small cluster C3, 

which is not very much close to any of the clusters C1 or C2 is 

highly suspected. So, objects in C3 are determined as outliers 

but determining C3 as an outlier is a tedious one, even though 

it follows normal or multiple distributions. Because in C3, the 

probability of objects is higher due to noisy objects, as o, since 

they have a local density value, which is higher in C3. Outliers 

are represented in a broader area if the distribution has a 

significant variance. The representation is σ outlier=kσ, where 

the parameter gets from the user is denoted as k, and the 

standard deviation is σ, for regular distribution to generate 

data as usual. Indeed, we can use the EM algorithm to know 

about the parameters. 

VI. Non parametric Methods 

In non-parametric methods, normal data are not assumed in 

prior. It makes only lesser assumptions about the data, so it 

applies to many domains. 

A. Histogram Approach 

Consider an electronic shop, which calculates the customer 

purchase amount for an individual transaction. Figure 5 shows 

the graph-based on percentages for recorded transactions. 

Most of the transactions, like sixty percentage, are lie between 

Rs0 and Rs1000 [39]. So, histogram is used for nonparametric 

statistical models to detect outliers. It is a frequently used 

nonparametric statistical model to identify outliers. It involves 

two steps: 

1) Construction of Histogram 

Based on inputs, construct the histogram. It may be univariate 

or multivariate based on multidimensional input. It requires 

parameters from the user, not from any prior statistical model. 

The construction of a right histogram requires type, which has 
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specified like equal width or depth [40], several bins needed, 

or its fixed size. The parameters need not specify data 

distribution like Gaussian. 

We can identify outliers quickly for every individual object 

after the construction of a histogram. Objects which fall into 

the histogram bin's are regular; otherwise, they are anomalies. 

For the histogram, assign outlier rank to objects. The outlier 

rank of an entity depends upon the bin capacity, where the 

object belongs. Outlier rank of an entity depends upon the bin 

capacity, where the object belongs. It can be calculated as 1-

(60%+20%+10%+6.7%+3.1%) results in transactions of 0.2% 

for amount greater than Rs5000. 

Consider 60% of transactions are between Rs0 and Rs1000, 

20% of transactions are between Rs1000 and Rs2000, 10% of 

transactions are between Rs2000 and Rs3000, 6.7% of 

transactions are between Rs3000 and Rs4000, and 3.1% of 

transactions are between Rs4000 and Rs5000.The outlier 

score is generated by the inverse of the bin volume where the 

object falls. However, outlier score of amount Rs7500 is 
1

0.2%
 

=500, and for Rs385 is 
1

60%
 =1.67. From the score, Rs7500 is 

determined to be an outlier rather than Rs385 because it falls 

into the bin of 60% transactions. Figure 5 shows the histogram 

for customer purchase transactions. 

 
Figure 5. Histogram for customer purchase transactions 

The drawback of using a histogram is choosing the size of 

the bin. If the capacity of the bin is too low, objects(regular) 

can have a void or infrequent bin, so there is a chance to 

misidentify regular objects as outliers [41]. Suppose if the bin 

capacity is high, many outlier objects have mislabeled as 

ordinary objects, and they occupy bins. It results in false-

positive rate with low precision value. To overcome the 

problem, introduced the concept of kernel density-based 

method. 

B. Kernel Density - Based 

Consider the observed object as an indicator, from which high 

probability function has been determined by its surrounding 

region [42]. The distance between a particular point and 

observed object is considered as the high probability density 

function. A kernel function is used to estimate some points 

with its neighbor. The K() method is an integral function with 

positive real-valued, shows below :  

   

 ∫ K(u)du = 1
+∞

−∞
          (9) 

   

K(-u)=K(u)            (10) 

 

For all u values. The standard Gaussian function is a 

frequently used kernel function with 0 mean value and 1 

variance value. 

 K(
x−xi

h
)= 

1

√2𝜋
𝑒

−(𝑥−𝑥𝑖)2

2ℎ2           (11)  

 

A random variable f has objects x1….xn, which are 

independent and equally distributed. The probability density 

function for kernel density function is as follows: 

 

f̂h (x)=
1

nh
∑ k

(x−xi)

h

n
i=1          (12) 

 

where kernel function represents k(), and h represents 

bandwidth. Once approximate the dataset with probability 

density function with a kernel density estimated approach, 

then the estimated density function f̂ is used to detect outliers. 

Take an object, o, its probability is estimated through f̂(o), and 

the stochastic process is used to generate the object. If the 

value of f(o) is high, then it is determined as natural objects 

and otherwise labelled as an outlier. In general, statistical 

methods are used to distinguish between normal and outlier 

objects. Only data that satisfies the constraints, in statistical 

methods are justifiable. For high dimensional data, 

distribution is still challenging [43]. 

Compute cost based on the models. The simple parametric 

model based on linear time typically fits the parameters. But 

for complex models, the EM algorithm has used with several 

iterations. The iterations are linear to dataset volume. The 

learning model for kernel density-based estimation is cost- 

effective. For learning, the cost of detecting outliers is very 

less per object. 

VII. Approaches Based on Proximity 

The similarity between objects is obtained through distance 

measure in feature space. Objects which are farther from its 

measure are outliers, and it is of two types, such as distance 

and density-based approaches [44]. The distance-based 

method considers its neighbors along with its radius. If its 

neighbor does not have enough points, then the object is 

declared as an outlier. Density-based methods identify the 

object density with its neighbors. If an object has a lower 

density value when compared with its neighbors, are 

identified as outliers. 

A. Distance - Based Method  

For a set of objects, D, a threshold value, r is determined. Then 

for each object, o, the r-neighborhood can be calculated [45]. 

If the objects present in D are farther from o or does not exist 

in the r-neighbor of o, then outliers are identified. Consider r, 

(r≥0) be a threshold for a distance, and π (0 < π ≤1) be a 

fractional threshold. An object, o, is a DB(r,π)-outlier if  

 

 
‖(o'|dist(o,o')≤r‖

‖D‖
 ≤ π        (13) 

 

where dist(·,·) is a distance measure. Figure 6 shows nested 

loop algorithm. 
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1) Algorithm 

 
Figure 6. Nested loop algorithm 

The nested loop approach takes the time of O(n2). The CPU 

time is linear to dataset capacity. If the dataset holds a small 

number of outliers, iteration stops earlier. So, a limited 

fraction of the dataset is evaluated. If the dataset is large, it 

does not fit into the main memory, where constructing the cost 

for the nested loop is high. 

Consider m pages in main memory, then m-1 pages are used 

to hold objects, and the last page runs the inner loop. The inner 

loop has not stopped until running all the pages, which 

sometimes happens. Accordingly, the algorithm has 

input/output (I/O) cost as O; b is the number of objects, which 

is on a single page. The cost factor of the nested approach is 

high, based on two aspects. The whole dataset has to be 

inspected to check outliers. It has been improved by 

identifying its neighbors which are close to it. Second, the 

objects are checked one by one in the nested loop method. 

Grouping objects can improve it according to proximity 

relation so that the outliers can be detected group by group 

rather than individually. 

B.Grid-Based Approach  

Outlier detection based on distance approach uses CELL, a 

grid - based method in which space for dataset has been 

partitioned to the multidimensional grid [46]. Each cell is 

hypercube with its diagonal length r2 where r denotes 

threshold. For a single dimension, the length of each cell is 
r

2√l
. 

2 2 2 2 2 2 2 

2 2 2 2 2 2 2 

2 2 1 1 1 2 2 

2 2 1 C 1 2 2 

2 2 1 1 1 2 2 

2 2 2 2 2 2 2 

2 2 2 2 2 2 2 

Table 2. Cell Method. 

Table 2 represents a 2D dataset. The length of each cell is 
r

2√2
. 

Now, if we take C, cells immediate to C is level 1 cells other 

than that are level 2 cells. It has some properties which are as 

follows: 

1) Cell Property of Level-1  

Take any point as x and possible point as y of C, and then their 

distance is dist(x,y)≤r. 

2) Cell Property of Level-2 

Any possible point as x and any point as y of C, then their 

distance is dist(x,y)≥r, then the level-2 cell has y. Let us 

consider (a,b1,b2) where a be the number of objects in the cell 

C, b1is the objects in level-1, and b2 be the objects in level 2. 

The following rules can be applied. 

3) Pruning Rule of Level - 1 Cell 

If a + b1> dπne based on level 1 cell property, then objects 

present in C are not DB(r,π)-outliers. Because of objects in C 

and level 1 cells in r-neighbor of o and atleast neighbors as 

[𝜋, 𝑛]. 

4) Pruning Rule of Level -2 Cell 

If a + b1 + b2<dπne+1 based on level 2 cell property, then all 

objects in C are DB(r,π)-outliers. Because each r neighbors 

have less than dπne, other objects. 

C.Density-Based Outlier Detection  

The DB(r,π)-outliers is a type of distance-based outlier 

detection method. It gives the global view of the dataset. 

Outlier detected in this method are known as global outliers. 

If an object, o, is quantified with the parameter r, is atleast (1-

π) ×100% of objects in a dataset. To fix outliers, we need two 

parameters, such as r and π. But complex structure need, 

outliers can be fixed based on their local neighborhoods rather 

than global distribution [47]. 

D.Class Outlier Factor 

In class outlier factor, objects in a dataset are given rank with 

parameters Q, which are top class outliers and P be the nearest 

neighbors. The rank of each object has obtained through the 

formula: 

 

𝐶𝑙𝑠𝑂𝑢𝑡𝐹𝑎𝑐 = 𝑃𝑟𝑜𝑏𝐶𝑙𝑠𝐿𝑏𝑙(𝑂, 𝑃)  

𝑛𝑜𝑟𝑚𝑎𝑙 (
𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑂) +

𝑛𝑜𝑟𝑚𝑎𝑙(𝑃𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑂))
)    (14) 

 

where ProbClsLbl(O, P) represents the probability of class 

label of object O for its nearest neighbors P. 

normal(deviation(O)) and normal(PDistance(O)) denotes the 

values which are normalized, and their range falls between 0 

to 1 [48]. deviation(O) denotes how much an object deviates 

from other objects within the same class. PDistance(O) 

denotes the summation value of the distance between an object 

O and its neighbors P. It also adds a Boolean attribute outlier, 

which identifies outliers when it is assigned real value. Also, 

a unique attribute named class outlier factor to determine the 

degree of outlier classes. 

E.Local Outlier Factor 

It is also known as outlier detection based on density method 

according to [49]. Its P neighbors can identify the locality of 

an object with its estimated density measured. Each local 

object density has compared with its P neighbor's local 

density value.  

Declare the lesser values are outliers. A point which is 

nearest from neighbor to reach its destiny is called reachable 
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distance. The outlier detection method measures the object 

density with its neighbors. Calculate the local outlier factor by 

the average ratio of local reachable distance P nearest 

neighbors. 

VIII. Methods Based on Clustering 

Clustering techniques detect outliers based on the relationship 

between clusters and objects. Since outlier objects may belong 

to very small or far away clusters and sometimes it does not 

belong to any cluster. So, the representation of outliers is 

significantly related to data clusters. 

A.Density-Based Approach.  

Gregarious animals such as goats and deers lived together and 

migrated in flocks. Animals that are not part of flock or 

animals which do not belong to any cluster are outliers. Such 

animals might be either wounded or lost [50]. 

Figure 7 shows that animals are living in groups. By using 

DB-SCAN, which is a density-based clustering approach, 

black points represent the objects which are in clusters and 

white point, x, which does not cover any cluster or different 

from other cluster behavior is an outlier. Another alternative 

approach is considering the distance from any object to its 

nearest cluster. When its distance is measurably significant, 

objects are outliers. Individual outliers in a dataset can be 

detected based on this method. 

 
Figure 7. Density-Based Outlier Detection 

B.Distance Based Approach  

Data forms three clusters based on k-means algorithm, as 

shown in Figure 8, with different symbols. The + symbol is 

used to denote the center of each cluster. Assign outlier scores 

to each object, o, based on their distance between the object 

and its center, which is close to them[51]. 

Let co is the center which is nearer to o; then dist(o, co) is 

the distance between o and co , and their average distance 

is 𝑙𝑐𝑜
 concerning co and objects assigned with o. The 

dist(o,co)

lco

 

ratio measure, shows dist(o,co) deviate from its average value. 

If the ratio is significant, the object o is farther away from the 

center, so that o is an outlier. In Figure 8, points x, y, and z are 

farther away for their centers, are detected being of outliers.  

 
Figure 8. Distance-based clustering to the object and their 

centers 

IX. Rough set Theory 

It was developed in the early 1980s by Zdzislaw Pawlak [35]. 

It is a potent mathematical tool for dealing with inaccurate 

decision-making situations. Incomplete information 

processing is based on the concept of approximation for two 

crisp sets of approximations. Rough sets do not need any 

preliminary or additional information for processing. 

Topological, indoor, and closure operations define rough sets 

called approximations [52]. The motivation for rough set 

theory is to represent the universe in terms of the equivalence 

relation. 

With rough membership also outliers can be detected to 

demonstrate two data sets available publicly. There is an 

active link between vagueness and uncertainty. Vagueness is 

associated with sets (concepts), while uncertainty is associated 

with sets of elements. The rough set approach shows a clear 

link between uncertainty and vagueness. 

A.Rough Classification 

The boundary region or boundary line segregates 

approximation, which is lower from upper value [53]. Either 

lower or upper approximated levels do not cover those certain 

elements. Figure 9 shows the rough set classification system’s 

information table, indiscernibility, attribute reduct and core 

method, partitioning and generation of rules.  

The information table is also known as a decision table that 

contains objects (tuples) and attributes(fields) with non-empty 

data. Also, it might include conditional and decisional 

attributes. 

To avoid redundancy or repetition of data, indiscernible or 

similar values are grouped based on their characteristics or 

behavior. Any union of elements in a dataset defines a crisp 

set, whereas the union set sometimes does not occur as a crisp 

set, then it is said to be rough or vague. 

 
Figure 9. Roughset Classification 

Some of the attributes which removed from the dataset 

without affecting its essential properties are known as attribute 

reduction. The core is an intersection of all reducts, which 

removes a subset of prominent elements. 

Partitioning provides classification with high quality. It 

transforms the continuous value into discrete or intervals to 

group attributes. Always cut associates with discriminant as 

a pair (p,q) where p represents a continuous variable and q is 

cut value used to separate two disjoint subintervals. 

Rules have been generated when conditional attributes are 

satisfied, then decision attributes are executed and represented 

as IF and Then Decision. 

B.Rough Clustering 

It is also similar to rough set theory based on lower and upper 

approximations. The lower approximation of rough clustering 
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indicates that the object should belong to that particular cluster 

only, and the upper approximation of a rough clustering 

indicates that objects can be a member of other clusters also 

[54]. 

The clustering algorithm should follow the properties of 

rough sets as object should be a member of one lower 

approximation at the most, and intra clusters can have objects 

in upper and lower approximation also. 

1) Improved Rough k-means Clustering 

The selection of random centroids results in weak clustering. 

Centroids are defined prior and classified into three types, 

such as similarity-based, entropy-based, and dissimilar to 

similar based. 

(a) Similarity-Based Measure 

Between objects, similarity measure is calculated, and select 

the highest similarity value object as centroid (prior) for doing 

the clustering process [55]. The algorithm shows below: 

Input: Lower and Upper Approximation Values 

Output: Grouped objects 

Step 1: The maximum similarity value object has been placed 

in a lower approximation level and also by second property in 

can also be a member of upper approximation. 

 

𝑆𝑖𝑚𝑚𝑛 = e−αDmn                              (15) 

 

where α is a constant and 𝐷𝑚𝑛denotes the distance between 

two objects which can be obtained by the formula 

 

 𝐷𝑚𝑛 = √∑ (𝑋𝑚𝑘
𝑙
𝑘=1 − 𝑋𝑛𝑘)        (16) 

 

The 𝐷𝑚𝑛  values should lie between 0.0 and 1.0. When the 

distance between objects and their mean distance is equal, 

then find α by fixing similarity measure value as 0.5. 

 𝛼 = −
𝑙𝑛 0.5

𝐷̅
           (17)    

where 𝐷̅  represents objects average distance which has 

obtained with the formula 

  

D̅ =
1

P
∑ ∑ Dmn

P
n>m

P
r=1          (18) 

    

TotSimm=∑ Simmn
n≠m
n∈x         (19) 

  

Then 𝑇𝑜𝑡𝑆𝑖𝑚𝑚 is a total similarity measure between objects. 

The object which holds a more significant similarity measure 

is fixed to be a centroid (prior) for successive clusters. 

Step 2: New mean value has obtained by using the formula 

 

𝑚𝑒𝑎𝑛𝑡 = {
𝑍𝑙𝑟 ∑

𝑇𝑠

|𝐷𝑡|𝑌𝑡∈𝐷𝑡
 +  𝑍𝐵𝑁𝐷 ∑

𝑇𝑠

|𝐷𝑡
𝐵|𝑌  𝑓𝑜𝑟 𝐷𝑡

𝐵 ≠ 0

𝑍𝑙𝑟 ∑
𝑇𝑠

|𝐷𝑡|𝑌𝑡∈𝐷𝑡
  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (20) 

 

The values 𝑍𝑙𝑟  and 𝑍𝐵𝑁𝐷  represent the lower and boundary 

conditions for the objects for a rough cluster, whereas |𝐷𝑡| 
represents the total objects present in the dataset.The 

boundary condition is |𝐷𝑡
̅̅ ̅ − 𝐷𝑡| 

Step 3: For an object 𝑇𝑠 , calculate the closest mean cmhby 

using the formula 

 

𝑐𝑑𝑠,ℎ
𝑚𝑖𝑛=𝑚𝑖𝑛𝑡=1…𝑡𝑐𝑑(𝑇𝑠,𝑐𝑚𝑡)        (21) 

 

where 𝑇𝑠 is an upper approximation which belongs to cluster 

h. 

Step 4: Identify the mean which is closer by fixing the 

threshold value as  

 

𝐵 = {𝑏: 𝑐𝑑(𝑇𝑠,cmt) - ( 𝑐𝑑(𝑇𝑠,𝑐𝑚ℎ)≤∈∩ ℎ ≠ 𝑡    (22) 

 

Step 5: Continue Step 2 to satisfy the condition or else stop the 

process. 

(b) Entropy Measure 

Calculate entropy measure between objects and an object 

which has a lower entropy measure is selected as centroid 

(prior) for clustering [56]. The algorithm is as follows: 

Input: Lower and Upper Approximation Values 

Output: Clustered objects in lower and upper approximations. 

Step 1: Objects distributed in the lower and upper 

approximation of the same cluster those are having minimal 

entropy measure. The following formula can calculate it. 

𝐸𝑡𝑝𝑦𝑑 = − ∑((𝑆𝑖𝑚𝑚𝑛

𝑑≠𝑐

𝑑∈𝑥

𝑙𝑜𝑔2𝑆𝑖𝑚𝑚𝑛) + 

(1 − 𝑆𝑖𝑚𝑚𝑛)   𝑙𝑜𝑔2(1 − 𝑆𝑖𝑚𝑚𝑛))       (23) 

 

where 𝐸𝑡𝑝𝑦𝑑  denotes the entropy measure of an individual 

object, and Simmn  denotes the similarity measure between 

objects, and then they are added to successive clusters. 

Step 2: From the obtained centroid, calculate the new mean 

according to equation 19. 

Step 3: Obtain the closest mean according to equation 20. 

Step 4: Fix the threshold by using equation 21. 

Step 5: Continue Step 2 to satisfy the condition or else stop the 

process. 

(c) Dissimilar to Similar Based 

Objects which are having minimal dissimilar and similar 

values [57] are selected as centroid(prior) for clustering. The 

algorithm is as follows: 

Input: Lower and Upper Approximation Values 

Output: Clustered objects in lower and upper approximations. 

Step 1: The proportional value of dissimilar to similar value 

should be minimum in each of the clusters derived from  

 

𝐷𝑖𝑠𝑆𝑖𝑚𝑑=∑
(1−𝑆𝑖𝑚𝑚𝑛)

𝑆𝑖𝑚𝑚𝑛

𝑐=𝑑
𝑐∈𝑛         (24) 

 

where 𝐷𝑖𝑠𝑆𝑖𝑚𝑑denotes the ratio of dissimilarity to similarity 

values for an object. 

Step 2: From the obtained centroid, calculate the new mean 

according to equation 19. 

Step 3: Obtain the closest mean according to equation 20. 

Step 4: Fix the threshold by using equation 21. 

Step 5: Continue Step 2 to satisfy the condition or else stop the 

process. 

C.Outlier Detection with Roughsets 

Objects which differ from their behavior or characteristics are 

known as outliers. Such outliers are identified with rough sets. 
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Entropy measure is used to define the uncertain properties of 

an object. So, it can be combined with rough sets to determine 

outlier factor of an object which shows below: 

1)Outlier Detection-Numerical Data 

The outlier factor based on rough entropy measure is used to 

find an outlier degree for every object present in the universe 

[58]. Let the information table represented as IT= (W,F) where 

W denotes universe and F denotes attributes. The outlier factor 

based on rough entropy measure for an individual object is as 

follows: 

 

𝐸𝑡𝑟𝑝𝑦𝑘= 𝑄𝑘* log2 𝑄𝑘           (25) 

 

where  𝑄𝑘  is the measured distance between the object and 

centroid. 

 

𝐸𝐵𝑅𝑂𝐹𝑘=(
(𝐸𝑡𝑟𝑝𝑦𝑘

𝑚𝑎𝑥−𝐸𝑡𝑟𝑝𝑦𝑘
𝑚𝑖𝑛)

2
∗ (1 −

|𝐶𝑡𝑘|

𝑛
))      (26)  

 

where 𝐸𝑡𝑟𝑝𝑦𝑘
𝑚𝑎𝑥  and 𝐸𝑡𝑟𝑝𝑦𝑘

𝑚𝑖𝑛  denote the maximum and 

minimum entropy measure of objects in the k th cluster. If 

𝐸𝑡𝑟𝑝𝑦𝑘<𝐸𝐵𝑅𝑂𝐹𝑘, then that object is identified as an outlier. 

2) Outlier Detection- Categorical Data 

The rare events have measured by its average density of each 

object based on its equivalence classes [59]. The definition of 

a dataset is a collection of attributes and objects arranged in 

order.  

Step 1: Measure the rare events by its average density of each 

object based on its equivalence classes. The definition of a 

dataset is a collection of attributes and objects arranged in 

order.  

 

𝐼𝑛𝑑(𝑇) = {
(𝑎, 𝑏 ∈ 𝑊 × 𝑊 |∀ 𝑐 ∈ 𝑇, 𝑓(𝑎, 𝑐)

= 𝑓(𝑏, 𝑐)
}  (27) 

 

Step 2: The average density of attributes can be calculated by 

the formula as follows: 

 

𝐴𝑣𝑔𝐷𝑒𝑛𝑠(𝑎) =
∑ 𝐴𝑣𝑔𝐷𝑒𝑛𝑠𝑐(𝑎)𝑐∈𝐶

|𝐶|
       (28)  

 

 𝐴𝑣𝑔𝐷𝑒𝑛𝑠𝑐(𝑎) =
|[𝑎]{𝑐}|

|𝑊|
         (29) 

   

Step 3: Complement Entropy for an individual object can be 

determined as follows: 

𝐶𝑚𝑝𝐸𝑛𝑡𝑟𝑝𝑦 = ∑
|𝐴𝑖|

|𝑊|
𝑚
𝑗=1 (1 −

|𝐴𝑖|

|𝑊|
)      (30)  

Step 4: The weighted density of each object is as follows: 

 

𝑊𝑔𝑡𝐷𝑒𝑛𝑠(𝑎) = ∑ 𝐴𝑣𝑔𝐷𝑒𝑛𝑠𝑐(𝑎)𝑐∈𝐶 ∗ 𝑊𝑔𝑡({𝑐})   (31)  

     

𝑊𝑔𝑡({𝑐}) = 
1−𝐸𝑛𝑡𝑝𝑦(𝑐)

∑ (1−𝐸𝑛𝑡𝑝𝑦(𝑙})𝑙∈𝐶
        (32) 

 

Step 5: From this, fix the threshold value. Objects which are 

lesser than the threshold values are outliers.  

D.Experimental Analysis 

To show the performance of rough entropy-based weighted 

density method (REBWDM), it has been compared with 

existing outlier detection algorithms such as Local Outlier 

Factor (LOF), Feature Bagging (FB), Histogram Based 

Outlier Sequence (HBOS), Isolation Forest (IF), K Nearest 

Neighbour (KNN) and Average KNN. Wine dataset from UCI 

repository is taken for analysis with 178 objects and 14 

attributes. Local outlier factor determines the neighborhood 

distance by estimating its density. The similar density values 

form a group, and substantial lesser values are outliers. 

Feature Bagging splits the dataset into sub-samples, and it 

fixes the base estimators [59]. The local outlier factor is a 

default base estimator. Acquire prediction accuracy by 

combining or averaging all estimators. Histogram based 

outlier sequence is an unsupervised method, which detects 

outliers based on histograms. Isolation forest suitably fits for 

multidimensional data.  

Dataset is partitioned into a set of trees, whereas the isolated 

points are outliers. K nearest neighbor algorithm is mainly 

used in the problem of classification and regression. Similarity 

based on distance measures calculates the neighbor's majority 

vote.  

Average KNN creates a super sample for each class by 

training its samples, and finding the average Rough entropy-

based weighted density algorithm determines weighted 

density value for all objects and attributes by considering its 

indiscernible relation, complement entropy and an average 

weight of attributes and objects. Figure 10 shows the 

comparison chart for roughset based entropy measure 

weighted density over existing methods. 

 
Figure 10. Comparison chart for roughset based entropy 

measure weighted density method with existing methods 

E.Performance Evaluation  

The performance of roughset based entropy measure weighted 

density and existing methods is compared by calculating its 

measures such as accuracy, specificity, sensitivity, precision, 

recall, and F1 score [60]. The classifier provides true positive 

(tp), true negative (tn), false positive(fp) and false negative(fn) 

values. The percentage of testing data that are classified by the 

classifier provides accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑛+𝑡𝑛+𝑓𝑝
        (33) 

 

The proportion of true negative and true positive values that 

are identified by the classifier denotes specificity and 

sensitivity or recall. 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑛

𝑡𝑛+𝑓𝑝
         (34) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
         (35) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
           (36) 

 

Precision measures the proportion of instances which are 

relevant to the retrieved instances. 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
             (37) 

 

F1 score considers both false positive and false negative 

values, so it determines the average weight of both precision 

and recall. It provides better results than accuracy. 

 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
        (38) 

 

 

Measures REBWDM LOF 

Accuracy 95.23 92.50 

Specificity 94.44 94.11 

Sensitivity 95.87 91.30 

Precision 95.81 95.45 

Recall 94.73 91.30 

F1 Score 95.27 93.32 

Table 3. Performance Measures of Wine Dataset. 

 

Table 3 represents the performance evaluation of the wine 

dataset with rough entropy-based weighted density and 

existing local outlier factor method. 

F.Benefits 

This survey article facilitates the readers to understand the 

concepts of various outlier detection techniques. A detailed 

literature review provides them a comprehensive layout. From 

this, know the limitations of each algorithm and applied to 

different domains. The working flow of different parametric 

and non-parametric outlier detection methods has discussed. 

Rough sets based on classification, clustering and outlier 

detection method for categorical and numerical data have 

discussed. The literature review would be helpful for 

researchers to continue their research with data mining along 

with rough sets. 

X. Conclusion 

The availability of data in various fields cannot be used 

directly in real-time applications. There exist missing or null 

values, which are not well formulated. Some objects which 

deviate from other objects based on behavior or characteristics 

are known as outliers. Different methods of outlier detection 

are discussed and proposed a detailed literature survey. 

Several outlier detection methods are specified, which maps 

to a single application domain. Rough sets are handled 

vagueness and uncertainty of data present in the application 

domains. The concepts of rough classification, rough 

clustering, and different outlier detection methods are 

provided with algorithms and solved with suitable examples. 

This survey provides an overview of outliers and existing 

outliers by classifying them into different dimensions. Wine 

dataset from the UCI repository has been taken to prove the 

performance of roughset based entropy measure weighted 

density method over existing methods. However, roughset 

based entropy measure weighted density method provides a 

solution for single granulation sets. It may be extended to 

detect outliers in two universal sets, multi granulation sets, 

neutrosophic sets and for dynamic inputs also. Hopefully, this 

survey helps researchers to provide a different perspective on 

outlier detection methods. 
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