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Abstract: Least significant bit (LSB) steganography is the most 

widely employed technique, as it promises imperceptibility at low 

computational complexity while hiding the message in LSBs of 

cover image pixels. Recent research is focused on its capacity 

improvement by extending the embedding into second and third 

binary layers of cover image. This paper is focused to improve 

both capacity and imperceptibility. Considering the cover image, 

an advance technique for embedding is introduced based on 

representing cover image pixels using a new 13-bit prime series 

representation which increases the embedding capacity 3-times 

as compared to conventional LSB embedding. Moreover, an 

adaptive algorithm has also been proposed which automatically 

adjusts the chaotic key used to select the locations of embedding 

pixels based on the dimensions of cover and secret image. It 

ensures that the entire secret image is randomly spread and 

covered in the cover image. Furthermore, redundancy of the 

secret image has been reduced significantly by applying two 

dimensional DCT and thresholding for the coefficients. The 2-bit 

Reed Solomon error correction code applied to the secret 

information enhances security and reliability against attacks. 

Consequently, the simulation results illustrate minimum visual 

distortion effects in the proposed model along with correct 

recovery of secret data. 

 

Keywords: Image Steganography, LSB Embedding, DCT, 

Prime Series, Payload 

I. Introduction 

Steganography is widely adopted technique for invisible data 

communication by hiding message into a carrier file like image 

[1]. Steganography is categorized into four types depending on 

the cover that are image, audio, video and text [2]-[3]. 

Moreover, the image steganography is categorized into spatial 

and transform domain image steganography as depicted in 

Fig.1.The spatial domain techniques are based on directly 

manipulating over the pixels of the cover image, whereas in 

transform domain the secret message is hidden in the 

transformed cover image [4]. There are various categories of 

techniques that are widely used in spatial domain such as Least 

Significant Bit (LSB) substitution, Pixel Value Differencing 

(PVD), Exploiting Modification Direction (EMD), etc [5]-[6]. 

The transform domain techniques are categorized based on 

some defined transforms like DCT, DWT and FFT.  

One of the most popular and relatively less computationally 

complex technique is the LSB embedding method which is 

applicable in both spatial and transform domain in all digital 

format [7]-[9]. It involves the manipulation of the LSB of pixel 

value in spatial domain and manipulation of the LSB of 

transform coefficient in transform domain techniques. 

Operating within the trade-offs of imperceptibility, capacity 
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and robustness, we present an approach which tries to 

maximize the capacity, while ensuring less degradation in the 

cover and making the system robust against attacks. This 

method equally benefits the image watermarking domains in 

terms of imperceptibility, however, vulnerable to certain 

attacks [17-22]. In this paper, we have proposed a novel 

embedding method that is based on prime series representation 

of the cover image pixels that are being utilized to embed the 

secret information. The proposed prime series representation 

converts the pixel into 13-bit format providing more bit planes 

to embed information as compared to the conventional 8-bit 

binary representation.  

 

Figure 1. Categories of Steganography 

 

To ensure the complete embed and random spread of the secret 

information into the whole cover, we have proposed an 

adaptive chaotic key generation algorithm. The algorithm 

adjusts the chaotic key that is used to randomly select the 

embedding pixels based on the cover image and the secret 

image  such that all the secret information is embedded in the 

cover image and at the same time it is spread all over the cover 

image. The redundancy in the message image has been 

removed by applying 2-D DCT and thresholding of the 

coefficients. After thresholding the new dimensions of the 

secret image are calculated by locating the row and column 

that contains the last non-zero coefficient. Only the block 

information of the calculated reduced size is kept for 

embedding.   Thus, we reduce the size of the payload and need 

to send the calculated row and column number rather than 

sending the locations of all the non-zero coefficients. This 

results in reduction of large overhead information thus 

enhancing the capacity of the system. The coefficients are 

given a cover of 2-bit error correction Reed Solomon code to 

ensure reliable recovery of the information. 

The rest of the paper is organized as follows. Section 2 

formulates the problem. Section 3 presents the proposed 

model with explanation of each module in detail. Section 4 

discusses the extraction and recovery of the secret message. 

Section 5 demonstrates the simulation results and Section 6 

concludes the paper. 

II. Problem Formulation  

One of the main goals of steganography is to increase the 

capacity, while maintaining a certain level of imperceptibility 

[10]-[12], [16]. Keeping this as a target, our proposed model is 

shown in Figure 2. 

The milestones set for this work are: 

 Proposing some embedding technique to enhance 

Embedding Capacity of the cover image, removing 

redundancy in the message and minimize distortion 

in cover image 

 Proposing an algorithm to randomly spread the 

message image into the entire cover image and the 

algorithm adjusts this spreading depending on the 

cover and the message images and some other factors 

 Making the message more secure for error free 

recovery 

 

We present an innovative prime series representation of the 

cover image pixels in which we have utilized prime numbers to 

enhance the capacity by embedding 3 bits of information per 

pixel thus increasing overall capacity of cover image three 

times. Our proposed adaptive key generator algorithm gives 

approximate density spread of the message over the whole 

cover image. The algorithm calculates the average distance 

between the cover image pixels which are chosen by the 

random chaotic key such that the entire message is embedded 

fully into the cover image. Furthermore, the redundancy in the 

message is removed using 2D-DCT transform along with 

thresholding of the coefficients, secured using channel codes 

to contribute towards improved capacity and security. We 

discuss the working of overall proposed algorithm in 

subsequent sections. 

 

 

Figure 2. Block Diagram of Proposed Model 

III. Proposed System Implementation 

The proposed system consists of three stages as explained 

below.  

A. Finding the Adaptive Chaotic Key 

The proposed method of key generation is explained below. 

The key generation has been made dependent on the result of 

chaotic key generator (CKG) shown in Figure 3, which 

generates an output depending on these conditions: 

 

a. If 0 ≤ rand < 0.25 output is Z1 

b. If 0.25 ≤ rand < 0.5 output is Z2 

c. If 0.5 ≤ rand < 0.75 output is Z3 

d. If 0.75 ≤ rand < 1 output is Z4 

 

where, Zi are integers ( i = 1, 2, 3, 4) 

Figure 3: Chaotic Key Generator 

 



Zaheer et al. 

 

42 

Suppose the sequence of output integers from CKG is [Z1, Z2, 

Z3….] 

Location of first pixel = Z1 

Location of second pixel = (Z1 + Z2) 

Location of third pixel = (Z1 + Z2 + Z3) and so on. 

 

The average separation between the pixels in this algorithm to 

embed information is dependent on the value of possible 

output of chaotic key generator that is given as: 

Mean separation between pixels is given as; 

 
The average separation of the key generator is dependent on 

the size of information to be embedded and size of cover 

image. The stepwise calculation of average separation of the 

chaotic key is provided below with the help of Figure 4.  

1. Two dimensional DCT is applied on the message 

image. 

2. Resultant DCT equivalent is passed through a 

thresholding block to eliminate the small magnitude 

DCT coefficients which are not required for 

reconstruction. Reduced dimensions of the image after 

thresholding are calculated by locating the row and 

column index containing the last non-zero entry. These 

are named as . 

3. Total number of bits in the reduced block of information 

is calculated by using relation:  

considering 8-bit format. 

4. Information bits are passed through Reed Solomon 

encoder. We have used  2-bit error correction 

code. So total number of bits becomes 

 
5. Number of pixels in the cover image is ; where 

 and  are width and height of cover image 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Since 3 bits are being embedded per randomly chosen 

pixel, so number of pixels required for embedding all 

bits is given as:  

 
7. The average separation required between the pixels of the 

cover image to embed information is calculated as: 

 
8. The selected average is used to find the values zi, (i=1, 2, 

3, 4), to be used for key generation. 

 

Example:  

A small example of the whole process is provided below for 

better understanding.  

If S = 5, the possible values are, 

Z1 = 2, Z2 = 4, Z3 = 6 and Z4 = 8, such that,  

Similarly, we could have Z1 = 1, Z2 = 4, Z3 = 6 and Z4 = 9, such 

that  

We can choose any set of satisfying the condition. 

B. Proposed 13-bit representation 

As explained earlier, the focus of our research is to enhance 

the available region for embedding information. In this section, 

we present a new representation of the cover image to enhance 

the capacity for embedding more information. If we consider 

the normal bit representation used to represent a pixel value of 

cover image that lies in the range 0-255, we use 8-bit binary 

representation. For example, the value 51 in decimal is 

represented in 8-bit format as 00110011. 

In LSB embedding schemes, the LSB that has weight = 1 is 

used for embedding, which does not affect the pixel value 

significantly, that is maximum by addition or subtraction by a 

value 1. Therefore, we need a representation system which 

provides more least significant levels to embed more 

information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Adaptive Key Generation
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For the above stated reason, we have proposed a new 

representation system that is based on prime number series, for 

which we have extended the 8-bit representation to 13-bit 

representation in order to add more bit planes that can be used 

to embed more information. In this case, the basis is a set of 

prime numbers from 1 to 41 that are: (1, 3. 5, 7, 11, 13, 17, 19, 

23, 29, 31, 37, 41). The scheme is explained to represent 51 in 

terms of these new basis in Table I below. 

Decimal value is represented in these new prime number basis 

as given above so 51 = 1 + 13 + 37. We can represent any gray 

scale pixel value between 0 - 255 using this representation. 

Thus, the pixel values of cover image, if represented using this 

proposed representation, have more bit planes to offer for 

embedding which is basically the aim of this research to 

improve capacity. Furthermore, it is difficult for an attacker to 

judge which representation has been used for embedding. 

Therefore, as compared to simple LSB embedding, this 

scheme works better in terms of capacity and security as well. 

We have used last 3 significant bits for data embedding which 

increases the capacity of the proposed embedding scheme 

three times as compared to LSB embedding. To reduce the 

computational load, only those pixels of the cover image have 

been converted that have been randomly chosen for 

embedding information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Embedding system 

The overall implementation of the proposed embedding 

system is presented in Figure 5. 

The inputs to this module are the key from the chaotic key 

generator, the encoded information bits and the cover image. 

The embedding is done as follows: 

1. The generated key is used to locate the pixels to be 

used for embedding. 

2. The chaotically located pixels are converted into 

13-bit format using prime number representation. 

3. 3-bits of encoded information is embedded in last 3 

bits of each converted pixel of cover image. 

4. The converted pixels are converted back to 8-bit 

format in order to generate stego image. 

IV. Extraction and Recovery of Message 

The algorithm for extraction of the information is shown in 

Figure 6. 

The algorithm uses the chaotic key generated at encoder and 

the stego image as inputs and works as follows.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bit Weight 1 3 5 7 11 13 17 19 23 29 31 37 41 

Bit Value 1 0 0 0 0 1 0 0 0 0 0 1 0 

Table I: Representation of 51 in terms of basis 

Figure 5: Embedding System 

Figure 6: Extraction and Message Recovery 



Zaheer et al. 

 

44 

1. The chaotic key is used to locate the pixels of the cover 

image that are carrying the information. 

2. The selected pixels are converted to 13-bit format and 

information is extracted from the last three bits of 

each selected pixel. 

3. The extracted information is channel coded, So RS 

decoder is applied to decode the information. 

4. The decoded information is passed through inverse 

DCT transform to recover the message image. 

V. Simulation Results 

The performance of the proposed algorithm will be illustrated 

in this section with the help of simulation results. Two images 

of size 256 x 256 shown in Figure 7 are selected as message 

images for embedding. The two different images that are being 

used as cover images are shown in Figure 8, both of size 512 x 

512. As already discussed, we have applied DCT in 

combination with thresholding to the message image in order 

to remove the redundancy in payload. 2-bit error correction 

Reed Solomon code has been used to make the message 

recovery error free. Table II demonstrates the significant 

payload reduction for message image “Eagle” due to DCT and 

thresholding being applied on message image at different 

values of thresholding parameter. The results show 

significantly less payload than the original message even after 

adding redundancy for the correction code. The reduced block 

of DCT coefficients is selected for embedding, thus, we only 

need to know the size of this block at the receiver side instead 

of knowing the location of each non-zero coefficient.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: (a) Message Image Eagle, (b): Message 

Image Roger 

 

Figure 8: Cover Images, (a), Baboon, (b) Lena 

 

The value of average separation required between the pixels of 

cover image to embed information is also shown against each 

value of thresholding, that has been calculated by our 

proposed algorithm and the chaotic key has been adjusted 

accordingly. Table III demonstrates the similar results for 

message image 2, i.e. “roger”. 

 

Table II: Payload and Average Separation Calculation for 

Message Image “Eagle” 

 

 

We have selected two different performance parameters 

to demonstrate the results which are: 

 

1. Peak Signal-to-Noise Ratio (PSNR) 

2. Structural Similarity Index (SSIM) 

 

1. Peak Signal-to-Noise Ratio (PSNR): 

PSNR is most commonly preferred metric to verify the 

perceptual quality of stego image [13-14] and [24-25]. Here 

the signal is original cover image and the noise is the error 

introduced due to embedding. It is given by: 

10

255
20logPSNR

RMSE
    (1) 

Table III: Payload and Average Separation Calculation for 

Message Image “roger” 

 

Threshold 

Value 

(Th) 

Reduced 

Image 

Dimension 

M N   

Total bits to be 

Embedded cB  

Average 

Separation 

1 160 x 167 213760 2 

1.5 71 x 74 90068 9 

2 59 x 70 70800 12 

2.5 57 x 63 61560 13 

Threshold 

Value 

(Th) 

Reduced 

Image 

Dimensions 

M N   

Total bits to 

be 

Embedded cB  

Average 

Separation 

1 56 x 74 71040 12 

1.5 53 x 60 54515 15 

2 39 x 60 40115 20 

2.5 38 x 50 32572 25 
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2. Mean Structural Similarity Index (MSSIM): 

MSSIM is a method for measuring the similarity between two 

images. The MSSIM index is a full reference metric; in other 

words, the measuring of image quality based on an initial 

uncompressed or distortion-free image as reference. SSIM is 

designed to improve on traditional methods like PSNR and 

mean squared error (MSE), which have proven to be 

inconsistent with human eye perception [15]. The MSSIM 

metric has been calculated on various windows of an image. 

The measure between two windows x and y of common size N 

×M is computed as: 

     
1

1
, ,

M

j j

j

MSSIM X Y SSIM x y
M 

           (2) 

Where X  and Y  are the cover and the stego images 

respectively, 
jx  and 

jy  are the image contents at the jth local 

window, and M is the number of windows of the image. SSIM 

is computed as, 

 
  

  
1 2

2 2 2 2

1 2

2 2
,

x y xy

x y x y

C C
SSIM x y

C C

  

   

 


   
   (3) 

where x  is the mean intensity of x , 
y  is the mean 

intensity of y , 
2

x is the variance of x ,
2

y  is the variance of 

y , 
xy  is the variance of x  and y , 

   
2 2

1 1 2 2,C K L C K L  are the two variables to 

stabilize the division with weak denominator, L is the dynamic 

range of the pixel values (255 for 8-bit grayscale image), 

1 0.01K  and 2 0.03K  by default. The value of MSSIM 

should be closer to 1 to indicate the maximum similarity 

between cover and stego image. This maximum similarity 

indicator makes it more difficult to predict a clue of data 

embedding.  

Table IV demonstrates the values of the two performance 

parameters mentioned above for both the cover images when 

the message image embedded is “Eagle”. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Results are presented against the different values of 

thresholding applied on message image Eagle. In addition to it, 

we have also presented the PSNR of the recovered message 

image against each value of the thresholding parameter. The 

observed values of PSNR and MSSIM clearly depict that our 

proposed algorithm results in a high capacity and the 

imperceptibility of the cover image is also high. In addition to 

it, the recovered message image is also shown in Fig.9 for each 

value of thresholding parameter which was embedded after 

thresholding resulting into improved capacity due to payload 

reduction.  

Table V presents the similar results for message 

image “roger” as presented in Table 3. Fig.10 shows the 

recovered message image “Roger” for different values of 

thresholding being applied. 

Results presented in Table IV and V along with recovered 

images shown in Figure 9 and 10 respectively clearly portray 

that as we increase the value of thresholding parameter, the 

size of payload reduces, which results in an improvement in 

the PSNR and MSSIM of stego image. But the PSNR of 

recovered image falls off because of more information content 

being reduced. The recovered image with lowest PSNR is also 

still clearly readable, which highlights the reliability of the 

proposed system.  

VI. Conclusion  

The proposed system explored a new representation of cover 

image pixels to exploit 3-bit planes for embedding the 

information to improve capacity. The improvement in capacity 

is further aided by the reduction in the payload done by using 

DCT and thresholding on the message image. The message 

image has been given a cover of 2-bit error code to make it 

robust against errors.  The system is able to automatically 

adjust the chaotic key depending on the cover image and the 

message image. The simulation results demonstrate better 

capacity and imperceptibility using two different performance 

evaluation parameters. The message image recovered is of 

good quality and is clearly readable depicting error free 

recovery. 

 

 

 

 

 

 

Figure 9: Recovered Message Image “Eagle” for Different Values of Thresholding Parameter (a) Th = 1 (b) Th = 1.5  

(c) Th = 2 (d) Th = 2.5 
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