
Abstract: Recommender systems ought to increase profit
from product sales, by carefully recommending selected items
to users. For this, recommendations need to be relevant, novel
and diverse. There are many approaches to this problem, each
with its own advantages and shortcomings. This paper proposes
a novel way to combine model, memory and content-based ap-
proaches in a cascade-hybrid system, where each step refines
the previous one, sequentially. In addition to this, a straight-
forward way to easily incorporate time-awareness into rating
matrices is also advanced. This hybrid system focuses on be-
ing intuitive, flexible, robust, auditable and avoid heavy perfor-
mance costs. Evaluation metrics such as Novelty Score are also
formalized and computed, in conjunction with Catalog Cover-
age and mean recommendation price to better capture the rec-
ommender’s performance.

Keywords: Cascade-hybrid, Recommender System, Intelligent
Marketing, Retail, Novelty Score, Catalog Coverage

I. Introduction

Recommender systems (RS) technology has gained momen-
tum as the Web established itself as the medium for elec-
tronic transactions, business related or not [2, 19]. Feedback
from the customer side is known as ratings, which can be ex-
plicit, if the customer gives a rating to specify their likes and
dislikes, or implicit, if one does not have that direct response
from the customer but instead have clicks, time-watched or
bought products, since the simple act of a user buying or
browsing an item may be viewed as an endorsement for that
item [16]. RS utilize these various sources of data to infer

customer interests, because past proclivities are often good
indicators of future choices [2, 19]. Different models ap-
proach the problem in slightly different ways.

The first approach is to predict the rating for a user-item
pair. For m users and n items, this corresponds to an incom-
plete m × n matrix, where the observed rating values are used
for training. The missing values are then predicted using this
model (also referred to as the matrix completion problem).
For a merchant what is valuable here is to identify the top-k
items for a particular user, or determine the top-k users to tar-
get for a particular item. In this second case the top-k can be
derived by solving the first formulation for various user-item
combinations and then ranking the predictions [2, 19, 5].

It is important to keep in mind that the primary goal of a
RS is to increase product sales (their profit). By recommend-
ing carefully selected items to users, RS bring relevant items
to the attention of users.

In order to achieve the broader business-centric goals, the
technical goals of recommender systems are as follows:

1. Relevance: a RS have to recommend items that are rel-
evant to the user at hand, otherwise, it will be ignored
(or worst) [9].

2. Novelty: RS can be win-win if it recommends items that
the user has not seen in the past. The opposite, in fact,
can lead to reduction in sales [9].

3. Serendipity: Serendipitous recommendations are truly
surprising to the user, rather than simply something they
did not know about before. Many users may only be
consuming items of a specific type, although they may
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often have latent interests for items of other types which
the users themselves might find surprising. This tricky
to tune characteristic can increase sales diversity or be-
gin a new trend of interest in the user. Serendipity has
long-term and strategic benefits to the merchant [14].

4. Diversity: The recommended list should contain items
of different types, because that raises the probability
that the user might like at least one of the items [2, 19].

From the perspective of the users, recommendations can
be extremely helpful and improve overall user satisfaction
with the web site. Amazon.com was one of the pioneers in
RS, being one of the few retailers that had the foresight to
realize the potential of this technology. This contributed to
its expansion from being a book retailer to selling virtually
all kinds of products [5].

This paper extends an initial published work [27] and is
organized as follows: section 2 describes the related work,
focusing on RS models and types of ratings; section 3 de-
scribes the methods, detailing the proposed approach; sec-
tion 4 presents the obtained results and provides a critic dis-
cussion; and section 5 presents some conclusions and future
work.

II. Related Work

This section describes the related word focusing on RS mod-
els and types of ratings.

A. RS Models

The basic models for RS work with two kinds of data, which
are:

1. user-item interactions, such as ratings or buying be-
haviour. These methods are referred to as collaborative
filtering (CF) methods [31].

2. user and/or item variables, such as age and gender or
product descriptions and keywords. These are called
content/contextual-based RS [24, 23].

Some combine these two approaches to create hybrid sys-
tems to perform more robustly in a wide variety of settings
[6, 10, 30].

1) CF models

Because most users only view and buy a very small fraction
of the available items, most of the ratings are missing, which
translates into sparse rating matrices. That poses a challenge
to the design of systems that leverage the community [31,
26]. CF methods branch into two general categories:

• Memory-based methods (neighbourhood-based CF), in
which the user-item ratings are predicted on the ba-
sis of their neighbours. They can be user-based, when
the similarity functions are computed between users, or
item-based, if the similarity functions are computed be-
tween items. They however have trouble with sparse
matrices [1].

• Model-based methods, develop a model from user rat-
ings. There are two main approaches to develop these
models, which are probability approach or rating pre-
diction. To achieve this, ML techniques such as classi-
fication, clustering, and rule-based approaches are used.
Model-based approaches tend to have better predictions
than memory-based, plus it is capable of handling the
problem of sparsity and scalability better. However,
model-based approaches requires more time and mem-
ory [1, 32].

Recently, it has been shown that some combinations of
memory-based and model-based methods provide very ac-
curate results [20].

2) Content-based models

In content-based RS, the content information about the items
previously rated by a user is analysed to build a model/profile
of user interests [22, 23]. They have some advantages
in making recommendations for new items with seldom to
none interactions, because other items with similar attributes
might have been rated by the user at hand [2, 19]. But due to
the fact that the community knowledge is not leveraged, these
methods provide obvious recommendations, which tends to
reduce the diversity of the recommended items, which is
an undesirable outcome [14]. This problem is referred to
as overspecialization. It is always desirable to have a cer-
tain amount of novelty and serendipity in the recommenda-
tions. And although they are effective at providing recom-
mendations for new items, they do not work for new users
[22, 23, 2, 19].

These methods have different trade-offs from CF, and are
therefore useful in certain cold-start scenarios. Despite the
disadvantages associated with content-based systems, they
often complement collaborative systems quite well because
of their ability to leverage content-based knowledge. This
complementary behaviour is often leveraged in hybrid RS
[22, 6, 35, 7, 10].

In case-based recommender systems [24], specific cases
are specified by the user as targets or anchor points. Sim-
ilarity metrics are then defined on the item attributes to re-
trieve similar items to these cases [2, 19, 19]. Similarly, this
approach from knowledge-based systems can be applied to
content-based ones, where instead of the user defining the
targets explicitly, the items are defined by their buying his-
tory.

3) Context-based: Post-filtering

Contextual information about interactions can also be lever-
aged to fine-tune recommendations. Such contextual infor-
mation could include time, location, or social data. For ex-
ample, the types of clothes recommended by a retailer might
depend both on the season and the location of the customer
[2, 19, 19].

Some clients may have an issue recommending certain
products. What one can do is extract them ad hoc, after
the final recommendations have been computed, by mask-
ing the unwanted products. This way the full information is
presented to train the model but then only the most relevant
choices are kept. This is a process present in our approach.
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4) Hybrid Systems

As the three aforementioned systems exploit different
sources of input that may work well in different scenar-
ios, many opportunities exist for hybridization, where vari-
ous aspects from different types of systems are combined to
achieve the best of all worlds [35, 19, 7, 10]. Our approach
fits into a group of recommenders called cascade hybrids,
in which each recommender actively refines the recommen-
dations made by the previous recommender [6, 11] The first
recommender can act as a powerful filter and provide a rough
ranking, eliminating many of the potential items. The second
level of recommendation then uses this rough ranking to fur-
ther refine it. The resulting ranking is then presented to the
user. An example of such a recommender system is EntreeC
[6]. The combination of CF and content-based approaches in
a way that resolves the drawbacks of each other has demon-
strated to improve recommendations when compared to each
individual approach [10].

B. Types of Ratings

Rating systems heavily influence the performance of RS.
Ratings are specified on a scale that indicates the ”level of
like” of an item. Rating matrices can also be called utility
matrices, if their data refers to the amount of profit or other
quantities [34]. They can be continuous (such as in the the
Jester joke recommendation engine), interval-based (where
a discrete set of ordered numbers - the number of stars in
IMDB - are used to quantify like or dislike) or binary (where
the user only represents like or dislike, i.e. 1 or 0) [13]. Then,
they can be further clustered into two main kinds:

• explicit feedback, where the user as to explicitly rate
in a predefined scale their level of satisfaction. In ex-
plicit feedback matrices, ratings correspond to highly
discriminant preferences, which makes it easier to ap-
ply RS [2, 19].

• implicit feedback, as is the case of unary data, where the
customer preferences are derived from user interactions
with the items, such as the buying behaviour (bought
or not) or watch time (continuous) [16, 34]. However,
the act of not buying an item does not always indicate a
dislike. Due to the lack of information available about
whether a user dislikes an item and the fact that there
is often not a sufficient level of discrimination between
the various observed values of the ratings, RS using this
type of matrices have to be dealt with care [2, 19].

Because only a small fraction of the items are rated fre-
quently (referred to as popular items) the distribution of
ratings among items often satisfies the long-tail property
(Fig. 1). This translates into a highly skewed distribution
since most of the items are rated only a small number of times
[4, 36, 25]. This has important implications:

1. Most popular items tend to be relatively competitive and
leave little profit for the merchant. It is argued that many
companies, like Amazon, make most of their profit in
the long-tail [4];

2. Many RS tend to suggest popular items, due to the diffi-
culty of providing robust rating predictions for less fre-
quent items [8];

3. Because of the differences in the rating patterns of the
two types of items, high-frequency ones are not repre-
sentative of the low-frequency [2, 19].

More meaningful predictions should be obtained by ad-
justing the RS to take real-world properties, such as sparsity
and the long-tail, into account [8, 36, 25].

III. Methods

A. Neighbourhood model-based approach: ALS

Latent factor models are considered to be state-of-the-art in
RS [2, 19]. They use dimensionality reduction methods in
order to estimate the matrix, as a direct method for matrix
completion, by exploiting the fact that significant portions of
the rows and columns of data matrices are highly correlated.
As a result, the rating matrix can be approximated quite well
by a low-rank matrix. So, the goal is to find a set of latent
vectors, in which the average squared distance of the data
points from the hyper-plane defined by these latent vectors
is as small as possible. It is important to keep in mind that
latent factor models will simply not work if the data does not
have any correlations. One general way of capturing such
correlations between columns (or rows) by approximating a
matrix is through matrix factorization [3, 29]. This way, a
matrix R with rank larger than k, can often be approximately
expressed as the product of rank-k factors:

R ≈ UV T (1)

The error of the approximation is equal to ∥R − UV T ∥2,
where ∥ · ∥2 represents the sum of the squares of the entries
in the resulting residual matrix. Once the matrices U and
V have been estimated, the entire ratings matrix can be es-
timated, which provides all the missing ratings. The impor-
tance of the regularization term in the objective function is
to reduce the tendency of the model to over-fit at the expense
of introducing a bias in the model (thus reducing variance)
[37, 18, 16].

There are some very efficient algorithms for the optimiza-
tion of the objective function. The alternating least squares
approach (ALS) is generally more stable than methods such
as stochastic gradient descent, thus being less sensitive to
both the initialization and the way in which the step sizes
are chosen. Because the least-squares problem for each item
is independent, this step can be parallelized easily [18, 37].

The key differences among various matrix factorization
methods arise in terms of the constraints imposed on U and
V (e.g., orthogonality or non–negativity of the latent vectors)
and the nature of the objective function (e.g., minimizing the
Frobenius norm) [2, 19].

This linear algebra technique can help us discover latent
features underlying the interactions between users and items.
These latent features give a more compact representation of
user tastes and item descriptions. Matrix factorization is par-
ticularly useful for very sparse data and can enhance the qual-
ity of recommendations [21]. The algorithm works by factor-
izing the original user-item matrix into two factor matrices:

• user-factor matrix (nusers, k)

• item-factor matrix (k, nitems)
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Figure. 1: Long-tail property view on the data set at hand.
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It reduces the dimensions of the original matrix into
”taste” dimensions. It is very unlikely that one can interpret
what each latent feature k represents. However, it is possible
to imagine that one latent feature may represent users who
like sweatshirts for girls, while another latent feature may
represent items which are related to ages between 6 and 12
[2, 19].

In the case of ALS, only one feature vector needs to solve
at a time, which means it can be run in parallel (this is a
great computational advantage). To do this, U is randomly
initialized to solve for V . Then go back and solve for U
using the solution for V , then keep iterating back and forth
like this until convergence that approximates R as best as
possible [18, 37, 16].

In other words, preferences are assumed to be the inner
products: pui = xT

u yi. These vectors will be known as the
user-factors and the item-factors, respectively. Essentially,
the vectors strive to map users and items into a common la-
tent factor space where they can be directly compared. This
is similar to matrix factorization techniques which are pop-
ular for explicit feedback data, with two important distinc-
tions:

1. Account for the varying confidence levels (c).

2. Optimization should account for all possible u, i pairs,
rather than only those corresponding to observed data.

Accordingly, factors are computed by minimizing the fol-
lowing cost function:

min
x⋆,y⋆

∑
u,i

cui(pui−xT
u yi)

2+λ

(∑
u

||xu||2+
∑
i

||yi||2
)

(2)

The rui variables measure the notion of confidence. A
set of binary variables pui, which indicates the preference of
user u to item i. The pui values are derived by binarizing the
rui values.

In other words, if a user u consumed item i (rui > 0),
then it indicates that u likes i (pui = 1). On the other hand,
if u never consumed i, no preference is assumed (pui = 0).
However, our beliefs are associated with greatly varying con-
fidence levels. First, by the nature of the data, zero values
of pui are associated with low confidence, as not taking any
positive action on an item can stem from many other reasons
beyond not liking it. Or a consumer may buy an item as a
gift for someone else, despite not liking the item for himself.
Thus, there would be different confidence levels also among
items that are indicated to be preferred by the user. In gen-
eral, the larger rui grows, stronger the indication that the user
indeed likes the item [16]. Consequently, the set of variables,
cui, intend to measure the confidence in observing pui:

cui = 1 + αrui (3)

The rate of increase is controlled by the constant α. In Yi-
fan Hu, et al. experiments [16], setting α = 40 was found to
produce good results. The best α parameter for this specific
case was estimated through a cross-validation routine.

After this has been finished, the dot product of U and V
gives the predicted rating would be for a specific user-item

interaction, even if there was no prior interaction. This ba-
sic methodology was adopted for implicit feedback problems
by Yifan Hu, et al., which proposed an efficient (weighted)
ALS method for the factorization process in order to avoid
the computational challenge of handing the large number of
zero entries [16].

B. Data partitioning

This paper focuses on a composite solution to the prob-
lem, since it would join the better aspects from different
approaches. High and Low interaction customers were di-
vided based on the number of buys by user. For higher inter-
action customers, a technique based on matrix factorization
was chosen. Meanwhile for the lower interaction users, item-
item K nearest neighbours (K-NN) model fitted best due to
the lack of data from the user. The ALS strategy produced
acceptable results for users with more than 3 interactions.

• high interaction data set had a total of 1066596 ratings,
147884 unique users and 33555 unique items.

• low interaction data set had a total of 14267 ratings,
10328 unique users and 7730 unique items.

C. Content-based approach: Cosine Similarity

Content-based systems largely operate in the text domain,
working with a wide variety of item descriptions and knowl-
edge about users [23]. The first step one must take is to con-
vert these different types of unstructured data into standard-
ized descriptions [2, 19]. The procedure of the present paper
is generically common to how content-based approaches op-
erate, with the exception that here the pre-computed recom-
mendations are then filtered:

1. Pre-processing and feature extraction: descriptions
were transformed into a keyword-based vector-space
representation. To simplify the word matrix, everything
was set to lower case, and further removed numbers,
special characters and accents.

2. Content-based learning of user profiles: user-specific
model is constructed to predict user interests in items,
based on their past buying history. Pairwise cosine sim-
ilarity was computed between items and removed self
similarity (diagonal).

3. Filtering and recommendation: In this step, the learned
model from the previous step is used to filter previous
recommendations on items for specific users.

The kind of similarity metric chosen is very important in
content-based systems in order to retrieve relevant results. In
the current approach, the cosine distance metric was the one
used for item descriptions. Mathematically, it measures the
cosine of the angle between two vectors projected in a multi-
dimensional space [15].

Similarity = cos(θ) =
A ·B
||A||||B||

(4)

The resulting similarity ranges from -1 meaning exactly
opposite, to 1 meaning exactly the same, with 0 indicating
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orthogonality or decorrelation, while in-between values indi-
cate intermediate similarity or dissimilarity.

The cosine similarity is advantageous because even if the
two similar products are far apart by the Euclidean distance
(due to the size of the description) they could still have
a smaller angle between them if they contain ’girl’. The
smaller the angle, higher the similarity [15, 2, 19]. The way
to get the most similar items is detailed in Algorithm 1.

D. Neighbourhood memory-based Approach: Item-KNN

User-based approaches are often harder to scale because of
the dynamic nature of users, whereas items usually don’t
change much, and item-based approaches often can be com-
puted offline and served without constantly re-training [2,
19]. In addiction, the user-based approaches don’t perform
well for low interaction cases. This is why the item-KNN
approach was chosen for the low interaction users. In the
item-based approach, in order to make recommendations for
target item B, the user’s own ratings on neighbouring (i.e.,
closely related) items are used [28].

K-NN is a perfect go-to model because it does not make
any assumptions on the underlying data distribution but it re-
lies on item feature similarity. When K-NN makes inference
about an item, it calculates the distance between the target
item and every other item in its database, then it ranks its dis-
tances and returns the top-k nearest neighbours as the most
similar item recommendations [28]. In item-based models,
peer groups are constructed in terms of items, therefore, sim-
ilarities need to be computed between items. The basic idea
is to leverage the user’s own ratings on similar items in the
final step of making the prediction.

1) Adjusted Cosine Similarity

Computing similarity using basic cosine measure in item-
based case has one drawback - the differences in rating scale
between different users are not taken into account. The ad-
justed cosine similarity subtracts the corresponding user av-
erage from each co-rated pair [28]. This is given by:

s(i, j) =

∑
u∈U (Ru,i −Ru)(Ru,j −Ru)√∑

u∈U (Ru,i −Ru)2
√∑

u∈U (Ru,j −Ru)2
(5)

Although the Pearson correlation can also be used on the
columns in the case of the item-based method, the adjusted
cosine generally provides superior results.

2) Weighted Average

This method computes the prediction on an item i for a user
u by computing the sum of the ratings given by the user on
the items similar to i. Each rating is weighted by the corre-
sponding similarity si,j between items i and j.

Pu,i =

∑
allsimilaritems,N (Si,N ∗Ru,N )∑

allsimilaritems,N (|Si,N |)
(6)

This method (weighted sum) tries to capture how the user
rates similar items. (scaled by the sum of the similarity terms
to make sure the prediction is within the predefined range).

The greater prediction accuracy of the item-based method is
its main advantage [28].

These methods often provide more relevant recommenda-
tions because they are using the user’s own ratings to per-
form the recommendation, since similar items are identified
to a target item, and the user’s own ratings on those items
are used to extrapolate the ratings of the target. For example,
similar items to a pair of jeans might be a set of other pairs
of jeans [2, 19].

E. Time-Sensitive Recommendations: Time-decay approach

In many settings, the user recommendations for an item
should evolve with time, as community attitudes and inter-
ests change. The rating of an item might be dependent on the
specific season, for example, winter clothing should not be
recommended during the summer [2, 19].

Any history data has, as the name suggests, the time at
which something occurred (like a buy). One can take ad-
vantage of this information, and more, when computing an
implicit rating. To implement a time-decay algorithm, we’ve
used the time-span (in days) since the item was bought:

ratingui =
βbuy + αnui + δpui

(elapsedtime+ 1)gravity
(7)

being nui the number of items bought and pui the price of
the product i. β, α, δ and gravity stand for the weights at-
tributed to the act of buying, th number of products bought,
the price of the product and the time decay element, respec-
tively. The time decay element, using the term gravity,
indicates how fast an item’s rating decays. People’s tastes
change, so what was once the best thing for a user might not
be its favourite now. It is then a good idea to let old events
count less than new ones. By changing the parameters, it
is feasible to achieve different rating distributions. These
have to be adapted to the particular retailer at hand. Various
parameter combinations were tested to see what better cap-
tured the differences in types of buys. This algorithm was
inspired by Hacker News (https://news.ycombinator.com),
which uses a somewhat similar approach, putting impor-
tance into recent events and not so much on older ones.
Appropriately, these types of algorithms are called time −
decayalgorithms.

This approach has several advantages. The most relevant
of each is that by including information about the price of the
product, as well as the number of items bought, the prefer-
ence of the item i by user u con be inferred more accurately.
If an user bought 5 units of item i, there is more confidence
to assume an higher preference than if the consumer had only
bought one. But to much weight in the number of items and
less expensive items will probably be favoured (like socks)
that are bought more regularly, which is undesirable. To cir-
cumvent this issue, the price of the item has to be weighted.
The more expensive the item i, the more probable it is that
the user u did some research before the decision to buy that
item. This means one can more confidently affirm that the
user u has a stronger preference for item i. Final computed
ratings were re-scaled to fit between 0 and 1 scale, for easier
computational strain.
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Algorithm 1 get most similar items
1: procedure ALGORITHM
2: user history← buying history for each user id
3: For each user id:
4: history items← user history(uid)
5: similarity vectors← similarity matrix[history items(indeces)]
6: centroid← similarityvectors
7: recommended items← user recommends(uid)
8: subcentroid← centroid[recommended items(indeces)]
9: orderthesubcentroid

10: product indeces← top-k indeces from subcentroid (most similar to the history)
11: product ids← product ids[product indeces
12: return product ids
13: goto loop
14: close;

F. Log-transformed prices

There are some extremely pricey products that can skew the
recommendations, when opting for a time-decay algorithm
as described before. To control this effect of the price range
in the assumptions about the preferences, the prices were
log-transformed. This is a classic approach for dealing with
skewed data, to decrease the variability of data and make it
conform more closely to the normal distribution. While this
is not always the case, log-transformations should be done
with caution, it is very useful in a situation where we do not
have to evaluate causation. There were some products with
price equal to 0. To correct this, the median price for that
product was calculated and replaced in the missing value.
Furthermore, when the logarithm of a price resulted in a neg-
ative number, that was replaced with 0.1.

G. Evaluation of RS

The evaluation of RS is akin to that of classification tech-
niques. But its evaluation is often trickier since a single cri-
terion cannot capture many of the goals of the designer [5].

Hypothesis testing is the ideal way to test the performance
of a RS. By measuring the conversion rate of users click-
ing on articles that were recommended, the direct impact of
the RS can be estimated. However, since online evaluations
require active user participation, it is often not feasible to
use them in bench-marking and research. Offline evaluations
with historical data sets are then used [2, 19, 12].

The issue is that accuracy measures alone can often pro-
vide an incomplete picture of the true conversion rate of a
RS. Metrics such as novelty, coverage, and serendipity are
important for the user experience and have important short
and long-term impacts on the conversion rates. Neverthe-
less, the actual quantification of some of these factors is of-
ten quite subjective, and there are often no hard measures to
provide a numerical metric [2, 19, 14, 12].

The measures to evaluate the proposed model were root
mean squared error RMSE (during hyper-parameter opti-
mization only), Catalogue Coverage (CC), Novelty, Recall,
Popularity and Scalability measures. The accuracy mea-
sure chosen for hyper-parameter optimization (RMSE), rep-
resents the quadratic mean of the differences between pre-
dicted values and observed values of ratings.

RMSE(θ̂) =

√
E((θ̂ − θ)2) (8)

The CC, which is specifically suited for recommendation
lists, objectively evaluates how the item catalogue is being
covered by the recommendations, since they should be di-
verse across users [12]. Let Tu represent the list of top-k
items recommended to user u ∈ 1...m. The CC is defined
as the fraction of items that are recommended to at least one
user [12].

CC =
|Um

u=1Tu|
n

(9)

The Novelty Score (NS) can be estimated using offline
methods, using the rating’s time stamps. Novel systems are
better at recommending items that are more likely to be se-
lected by the user in the future. All ratings after time t0 were
removed from the training data, which were then used for
scoring purposes. For each item rated after t0 and correctly
recommended, the novelty evaluation score is rewarded. It
is assumed that popular items are less likely to be novel,
and less credit was given for recommending popular items.
To compute recall only the proportion of correct predictions
across users and averaged them was computed.

NS =
|Um

u=1Cu| − |Um
u=1Pu|
2

nr
(10)

Here, Cu represents the number of correct recommenda-
tions in the list of top-k items recommended to user u, Pu is
the number of popular items in Cu and nr is the total num-
ber of recommendations. This is inspired by the works of
Mouzhi Ge, et al. [12].

A Popularity Score (PS) was also computed, which tells
us how many of the right predictions were of popular items.
It should not be too low since it would mean that the recom-
mendations were being too random.

RS should be designed to perform effectively and effi-
ciently in the presence of large amounts of data [33]. For
this purpose, some measures to determine the scalability of a
system were collected:

1. Training time

2. Prediction time
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3. Memory requirements

With the emergence of the ”Big-data” paradigm, these
measures have become increasingly relevant.

IV. Results and Discussion

A. Time-decay Ratings

Our data set from a fashion retailer revealed that most clients
buy less than 0.01% of the product range. with 148301 users
and 41285 items in total and sparcity = 99.98%. Most pop-
ular items are the less expensive ones, which is a common
situation (Fig 2a and 2b). It is not ideal to center the recom-
mendations along these products, as they have lower profit
margins [4].

As the empirical cumulative distribution (ECDF) of buys
by the price of the product shows, lower priced products rep-
resent most of the interactions (Fig. 2a and 2b). It is impor-
tant to notice that the price upper quartile per user is 14.99,
with a mean of 15.27 per item bought. Some products oc-
casionally had price = 0. This could be due to promotions.
These zeros were replaced with the median price of the prod-
uct.

Furthermore, extremely costly products are a rarity in this
particular data set. The mean number of products bought by
each user is 4.51 but there are cases in the hundreds (175 is
the max). So, when designing the ratings, this variables have
to be carefully weighted, since we ought to obtain highly dis-
criminant implicit preferences without favoring too much the
expensive items nor the popular ones. After testing different
hyper-parameter combinations for the time-decay algorithm,
three ratings were chosen (Fig. 3, with similar distribution
characteristics.

By including information about the unitary price, as well
as the number of items bought, the preference of the item
i by the user u can be more accurately inferred [34]. If u
bought 5 units of item i, there is more confidence to assume
a higher preference than if he had only bought one. But to
much weight in the number of items and the less expensive
ones will probably be favored, which is undesirable. To cir-
cumvent this issue, the price of each item has to be weighted
in. The more expensive the item i, the more probable it is
that the user u did some research before the decision to buy
that item. This means one can more confidently affirm that
the user u has a stronger preference for item i. Furthermore,
since the data comes from a fashion retailer, the decay of
the ratings with time is of high importance to promote the
newest (on the season) products. The hyper-parameter spaces
tested were: β = [0.9, 0.8, 0.9], α = [0.025, 0.02, 0.01],
δ = [0.075, 0.18, 0.09], gravity = [0.2, 0.2, 0.3].

B. Model-based Approach

The hyper-parameters for the matrix factorization model
were optimized for each rating using RMSE as the metric
of choice, in a cross-validation routine. Fig. 4 shows the re-
sults for the optimal hyper-parameter space obtained for the
specific data set at hand, through the cross-validation routine.
The set of hyper-parameters tested was the following:

• Number of latent factors: [20, 40, 60, 80]

Test (s)Train (s)RMSEDistance Metric
1.01774.47770.0077ItemKNN-Cosine
1.15703.30410.0077ItemKNN-Pearson
1.07322.95200.0077ItemKNN-AdjustedCosine

Table 1: Distance metrics tests for Item-KNN.

• λ: [0.01, 0.001]

• α: [10, 20, 40, 70]

• Max iterations: [10, 25, 40, 50]

C. Memory-based Approach

For the low interaction set of customers, the chosen approach
was to compute the K-NN across items, because of the lack
of information from the user side. This way one can have ac-
curate recommendations, at the sacrifice of serendipity. Ta-
ble 1 gives a summary of the tests went through to define
the similarity measure to use in this case and the number of
k-neighbours to use (not shown).

Although the RMSE was the same for all distance metrics
(in this particular data set), the adjusted cosine revealed to
be faster to train and faster to predict, and functioned as a
deciding factor.

D. Similarity Pruning

One key aspect of this cascade approach, and its nov-
elty, is the similarity pruning technique used to filter the
pre-computed recommendations from other methods. This
proved to be valuable, not on decreasing the error but in
giving contextually more relevant and accurate recommen-
dations.

The pre-computed latent-model recommendations were
filtered using the proposed content-based approach, de-
scribed in Algorithm 1. Pre-computing using the latent-
model double/triple the number of products needed in the
end, gave enough diversity and serendipity to the recommen-
dations while the similarity pruning assured that sub-optimal
suggestions were not being presented (i.e., mixing girl and
boy recommendations for a client with a history of only buy-
ing boy’s clothes).

As with the model-based procedure to recommend for the
high interaction users, pre-computed Item-KNN recommen-
dations for the low interaction ones were also filtered using
the content-based approach, described in Algorithm 1. The
strategy was akin to the one adopted in the previous case,
recommending double/triple the number of products needed
to then filter based on content similarity. This assured, again,
that sub-optimal suggestions were avoided, according to the
business context.

E. Context-based Post-filtering

The retailer in question imposed some restrictions to some
product categories (such as socks), based on the profit mar-
gin and other factors. Such contingencies may be necessary
based on specific business cases. Although the proposed ap-
proach to the rating computation prevents the model from
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Figure. 2: a) Distribution of buys by price. Lower priced products sell much more. b) ECDF of buys by price. Lower priced
products amount to almost all of the buys.

Figure. 3: Computed ratings’ distributions.
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Figure. 4: Optimal hyper-parameter space search.

recommending older items or product with lower profit mar-
gins, to assure that they do not appear in the output rec-
ommendations, one needs to apply a final filter to the pre-
viously ranked list of recommendations and serve the final
ones. Such contextual information could also include time,
location, or social data. This way the full information was
presented to model the data but then only kept the most rele-
vant choices.

F. Evaluation and Performance considerations

By measuring the conversion rate of users, the direct im-
pact of the RS can be estimated. However, it is often not
feasible to use them in bench-marking and research. For
that reason, offline evaluations with historical data sets are
used [2, 19, 12]. Accuracy measures alone can often pro-
vide an incomplete picture of the RS’s performance. Metrics
such as novelty, coverage, and serendipity, though hard to
quantify, are important for the user experience and have im-
portant short and long-term impacts on the conversion rates
[2, 19, 14, 12].

The proposed model was evaluated using root mean
squared error RMSE (hyper-parameter optimization only)
[17], Catalog Coverage (CC), Novelty Score and Scalabil-
ity measures. The mean recommendation price was also
computed, since pricier items have higher profit margins.
CC evaluates how the item catalog is being covered by the
recommendations, since they should be diverse across users
[12]. Let Tu represent the list of top-k items recommended
to user u. The CC is defined as the fraction of items that are
recommended to at least one user [12].

CC =
|Um

u=1Tu|
n

(11)

The Novelty Score (NS) can be estimated using the rating’s

Median PriceNovelty ScoreCatalog CoverageModel
baseline 11.516.24%7.51%
Model 1 11.981.58%19.80%
Model 2 13.361.53%19.51%
Model 3 12.791.66%19.43%

Table 2: Model evaluation metrics.

time stamps. All ratings after time t0 were removed from the
training data, and then used for scoring purposes. For each
item rated after t0 and correctly recommended, the novelty
evaluation score is rewarded. In this approach it is assumed
that popular items are less likely to be novel, and less credit
was given to them.

NS =
|Um

u=1Cu| − |Um
u=1Pu|
2

nr
(12)

Here, Cu represents the number of correct recommenda-
tions in the list of items for an user u, Pu is the number of
popular items in Cu and nr is the total number of recom-
mendations, as inspired by the works of Mouzhi Ge, et al.
[12].

Table 2 shows the evaluation metrics obtained for the pro-
posed model with three different ratings (computed using dif-
ferent time-decay hyper-parameter spaces, detailed above),
plus a model using unary ratings (baseline). Due to the na-
ture of this particular data set, the proposed model’s NS is
lower compared to the baseline. There is a trade-off be-
tween CC and NS, so some compromise is necessary. Mean-
while, CC averaged close to 20% across the proposed mod-
els. These matrices largely surpass the baseline, which is a
good indicator of the ability to recommend across a diverse
set of products from the catalog. Fig. 5 demonstrates how
CC evolves with the proportion o users that get recommen-
dations. Recommendations using the baseline recommender
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with the unary ratings hit the plateau much quicker, having a
distinct disadvantage when compared to the proposed model
using the computed ratings. This and the improved mean
recommendation price have important business implications
[9, 14, 2, 19, 4].

RS should also be designed to perform efficiently [33].
For this purpose, some measures of scalability were also col-
lected: Training time was approximately 8 s/200Mentries;
Prediction time averaged 30 s/1000users; Memory require-
ments averaged 15 Gb for the same matrix.

Both the model-based and memory-based approaches have
good performance because they can be easily parallelized.
There are very efficient applications using both [28, 16]. Still
and all, the present approach is using both and applying on
top of it a content-based method. By the data was partitioned
between high and low interaction users, the size of the matri-
ces for each approach (model and memory-based) was sig-
nificantly reduced. So, the same original matrix is not be-
ing used twice. One has also to account for the transforma-
tion of the product descriptions into vector-space representa-
tions, the computation of pairwise similarity between items
and then the computational strain from the pruning done by
Algorithm 1. This slows down the total computation time, as
expected. But due to the simple matrix calculations it per-
forms, it is not slower in total than any of the other methods
in isolation. One of its advantages is that it has no hyper-
parameters to optimize and works with just the product de-
scriptions. Both the model-based and memory-based meth-
ods have hyper-parameters that need to be tailor-optimized
for the issue at hand.

V. Conclusions

The present work describes a novel cascade-hybrid approach
for RS that combines time awareness and strengths from the
model, memory and content-based approaches in an intuitive
and flexible manner, without heavy performance costs. Of-
fline evaluation metrics for RS were also developed on, for-
malizing a way to compute NS. The model exhibited good
evaluation metrics, revealing a good trade-off between CC
and NS. Checking the outputs from the same model using
different time-decay hyper-parameters, proved that this step
has a great influence on final results and needs to be tailor-
optimized for the retailer at hand. Though good, there is an
ongoing effort to raise NS metrics. This cascade-hybrid ap-
proach has one key advantage beyond being highly adapt-
able: it is highly explainable and does not function in a black-
box fashion. It can adapt to diverse business practices and
objectives, and its results are easily auditable. In the content-
based similarity pruning using item’s textual descriptions,
we are working on giving textual features differential weight
based on the importance of product characteristics. There is
also a performance cost to this hybrid solution.
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