
Abstract: The digitalization of health data and the innovative
eHealth technologies has created a new paradigm shift from
traditional medicine methods to a new predictable, individual-
ized medicine based on patient-centric approaches. The emerg-
ing fields of predictive and precision medicine are evolutionary
methods to treat the disease based on the patient’s character-
istics such as his lifestyle, genetic profile ,and environment to
understand the disease. Alzheimer’s (AD) early detection is still
a challenging task. Researchers adopt advanced imaging tech-
niques such as Magnetic Resonance Imaging (MRI) and fluo-
rodeoxyglucose (FDG)-positron emission tomography (PET) to
ensure a relevant understanding of AD disease. Extracting in-
sights from these data is the key step towards disease early pre-
diction and preventing its progression. Recently, deep learn-
ing methods have shown unparalleled success and have made
a significant headway on brain diseases detection. Convolution
neural network is a type of deep learning that has shown a state-
of-the-art performance on the AD detection and early diagno-
sis. However its application has many limitations. The recent
architectures such as transformers ensure an efficient image
recognition and feature extraction with less complexity. In this
study we investigate and evaluate the application of the differ-
ent CNN and transformers models on Alzheimer’s disease early
diagnosis. Further, we introduce a multi-modal method based
on the MRI and PET modality for Alzheimer’s disease detec-
tion using the combination of the Efficientnet V2 and the vision
transformer enhanced by a new data augmentation based on
the self attention generative adversarial networks(SAGAN). We
validated the proposed method using the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) and the Open Access Series of
Imaging Studies (OASIS). Our proposed method combines the
main advantages of the vision transformer and Efficientnet V2

achieving a 96% accuracy rate. This new method outperforms
different CNN models and transformer methods and ensures a
robust feature extraction and representation.
Keywords: Alzheimer’s early diagnosis,CNN,Transformer, Vision
transformer,Self attention

I. Introduction

Traditional healthcare was based on reactive clinical meth-
ods for disease diagnosis. The reactive approach in health-
care is expensive and doesn’t meet the individual character-
istics in disease diagnosis. Recent technological advance-
ments in healthcare ensure unprecedented opportunities that
shift the emphasis in medicine from reaction to proactive
and prevention based on personalized diagnosis. These new
approaches tailor tremantes to patient specific disease de-
tection. The main objective of personalized medicine is to
create an optimized and optimal pathway of an accurate and
early prediction for disease prevention. This is based on in-
terpreting a huge amount of multidimensional datasets that
capture genetic information of the patient, clinical history,
his lifestyles and his personal data. Accurate and early diag-
nosis of disease relies on high quality healthcare data col-
lection,integration and analysis. These data enable an ef-
fective characterization of the disease based on individual
personal data. The main challenge is how to interpret and
extract knowledge from these scattered and heterogeneous
data to quantify the individual’s risk for such disease. The
key driver for an effective diagnosis is to collect personal-
ized data that characterize the patient. Brain disease early
detection for prevention is an open challenge within person-
alized medicine. Within this context, Alzheimer’s disease is
a brain disorder that destroys brain cells and affects the indi-
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vidual’s ability to carry out daily activities. This disease is a
progressive disorder that causes a deterioration in cognitive
and behavioral function over time.
There are different stages of the AD. Preclinical stages is the
first stage, the prodromal AD is the second stage that is char-
acterized by the brain dysfunction and the AD dementia is the
final stage.Alzheimer’s disease early prediction is a crucial
and challenging task to prevent its progression. Researchers
adopt various biomarkers for AD early detection such as neu-
rological tests, clinical data and brain imaging techniques to
cover and track the brain change and state. Analysing these
brain imaging modalities is a common method and practice
for Alzheimer’s disease detection. It shrinks brain regions
such as the hippocampus and cerebral cortex of the brain.
The Hippocampus is the brain region that is responsible for
spatial memory. It is the earliest affected brain region in
AD. Shrinking Hippocampus causes short-term memory
due to the damage of neuron connection. Hippocampal vol-
ume is one of the relevant AD biomarkers. MRI modality
is a powerful tool that image and provide details about the
hippocampal volume. It is the commonly used modality that
detects subtle changes on the brain tissue volumes and state.
This can foster the predictive aspect of the diagnosis and
provide a potential opportunity for an early intervention for
disease prevention before significant pathological changes.
MRI modality has proven a substantial utility for AD diag-
nosis due to its capability to cover the brain atrophy and other
static tissue abnormalities. FDG-PET is another powerful
brain modality for the AD early detection. This modality can
measure the brain’s metabolic activity which is a valuable
bio-marker of AD. Moreover this neuroimaging technique
image the functional brain changes and tracks the A tracers to
predict the conversion from MCI due to AD. Deep learning
methods has made a considerable breakthroughs to empower
an effective decision-making for the diagnosis of diseases
and shown a significant potential for clinical decision within
the Alzheimer’s disease [1],[3], [25], [2]. The deep learning
architecture consists of various layers that proceed the input
data at different levels such as multiple nonlinear process-
ing layers. The network extracts different levels of features
from the data. The main advantage of deep learning is to
automate the image feature extraction using an hierarchical
learning process. The most commonly used deep learning ar-
chitecture is the convolution neural network in various com-
puter vision tasks. It is a type of deep network that applies a
filter as a feature detector to extract the main features within
the input image. CNN models are mainly applied on image
classification, recognition and segmentation within the AD
disease [[4],[5],[6] [7]].
However the feature representation mechanism in CNN
doesn’t allow to encode the multi-level dependencies within
the input image to enhance its representational capacity. The
only solution is to increase the size of the convolution filters
used to detect features. This solution is to increase the com-
plexity of the network. Transformers are state-of-the-art type
of network used for NLP also recently for computer vision
and outperforms both the RNN and CNN models in many
tasks. The building block of the transformer is the self atten-
tion mechanism that improves the capability of the model to
capture the main dependencies within the input data and ex-

tract much more relevant information. Vision transformer is
a subtype of transformer designed for computer vision tasks
and overcomes the mail limitation of the CNN models. In
this study we proposed:

• Evaluation and examination the application of such
CNN networks on AD diagnosis

• Investigation the application of transformers networks
for AD diagnosis

• A new data augmentation based on the self attention
generative adversarial neural network to enhance the
training and tackle the problem of overfitting and lack
of data.

• A multi-modal method based on the MRI and PET
modality for Alzheimer’s disease detection using the
combination of the Efficientnet V2 and the vision trans-
former to combine the main advantages of the CNN and
the transformer.

II. Related Work

In this section,we investigate the recent studies for
Alzheimer’s detection and prediction during the last three
years. We divided the current methods into Multimodal that
adopted different brain modalities and the unimodal meth-
ods that used only brain modality. The aim objective of this
classification of the AD detection methods is to choose the
optimal method for AD classification.

A. Multimodal methods

Multimodal methods for AD detection are characterized by
the application of different brain modalities. [8]adopt a
multi fusion modality that combines a magnetic resonance
imaging (MRI)), genetic single nucleotide polymorphisms
(SNPs)), and clinical test data to classify patient state into
three classes,CN,AD and MCI. They used a stacked denois-
ing auto-encoders for feature extraction from the genetic data
and clinical data. Further they applied a 3D deep CNN for
feature extraction from the imaging data. The main extracted
features for AD detection in this study are the hippocampus,
amygdala brain areas, and the Rey Auditory Verbal Learn-
ing Test (RAVLT). Data collection is carried out from the
ADNI dataset. They used MRI data as imagining data. The
clinical data consists of demographic data,neurological ex-
ams,medication data and imaging summary scores. They ex-
tracted the whole genome sequencing (WGS) data from 808
ADNI participants as genetic data. They combined different
features from the different data(EHR features,imaging fea-
tures and SNP features) for AD detection. The three fea-
tures are combined and passed through a classification layer
to classify AD satages. The main advantage of this study
is the multi fusion of the different data which enhance the
AD detection. However this model is slow to train. They
demonstrated that their model outperforms the traditional
machine learning techniques. [9]proposed novel image fu-
sion method based on the MRI and PET modality. In this
study,they extract GM information from MRI and PET and
combine it into a single image. They acquired data from
the ADNI dataset T1-weighted MRI and FDG-PET captured
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at the same period for three AD stages AD,CN and MCI.
Preprocessing includes a Gradwarp, B1 non-uniformity, and
N3. Gradwarp corrects non-uniformity using B1 calibration
scans. For the PET modality Co-Registered dynamic: six 5-
min FDG-PET frames are acquired within 30–60 min post-
injection, co-registeretaion, Standardization of image , inten-
sity normalization and Uniform resolution. Feature extrac-
tion is based on a 3D Multi-Scale CNN that merges multi-
scale features flowed by a FC layer and a softmax layer for
AD prediction. The main advantage of this model is the
feature fusion method into a single GM image which en-
sures a relevant feature representation and requires few pa-
rameters.This proposed fusion method enhances the AD de-
tection. [10]introduced an hybrid method for AD predic-
tion progression (stable MCI (sMCI) and progressive MCI
(pMCI)) based multitask multiple deep bidirectional long
short-term memory (BiLSTM) using different data from the
ADNI dataset such as time-series modalities and baseline
data. The first LSTM extracted the low level feature and
the second LSTM extracted the high level features. In this
study they proposed 2 main architectures.The first architec-
ture is a multitask regression model that predicts seven cru-
cial cognitive scores for the patient 2.5 years after their last
observations. The predicted scores are used to build an inter-
pretable clinical decision support system based on a glass-
box model. This architecture aims to explore the role of
multitasking models in producing more stable, robust, and
accurate results. Data preprocessing inculdes missing data,
data normalization. [12]applied 2 VGG19 network for the
MRI and PET modality. Each network is composed by
19 layers.Then they applied a correlation analysis and they
combined the output with the results of clinical neuropsy-
chological diagnosis. The data is selected from the ADNI
dataset.[31] pointed out that the single-nucleotide polymor-
phisms (SNPs) data are vital for AD prediction. They ap-
plied an ensemble model consisting of two sub-networks, an
image processing network based on a AlexNet network and
a multilayer perceptron (MLP) for SNP data processing. Au-
thors in this study combined the result between 2 networks
the CNN and the MLP for 2 different data MRI and SNP
data for Alzheimer’s classification into 2 classes AD and CN.
Data collection is from the ADNI data set. This study com-
bined the advanatges of machine learning technique (NLP)
and AlexNet and achieved an accuracy of 93%. However the
dataset used is very small. [4] proposed a lightweight 3D
deep convolutional network model based on the dense net-
work for AD classification. Here they used the hippocampus
magnetic resonance imaging (MRI) as biomarker for AD de-
tection. They incorporate the global shape representations
with the hippocampus brain segmentations to enhance the
feature representation. They use T1-weighted structural MRI
from initial screening or baseline from the Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI). The combination of
the hippocampus brain segmentations and the global features
enhance the AD detection in this study. However they use a
small data set and the CNN model feature representation is
not relevant for a good AD detection. We noticed that there
are a few methods that combine different brain modalities for
AD diagnosis.

B. Unimodal Methods

The unimodal methods are based on a single modality for
the AD detection. [11]adopted a transfer learning using
a fine tuned ResNet18 for a binary classification of AD
which include EMCI/LMCI, AD/CN, CN/EMCI, CN/LMCI,
EMCI/AD, LMCI/AD, and MCI/EMCI. The study’s data
consist of MRI data acquired from the ADNI dataset. Data
preparation includes random resize and cropping to 256 ×
256, random rotation, random horizontal flip, center crop-
ping to 224 × 224, conversion to PyTorch tensor, and nor-
malization. They reshape the fully connected layer of the
original Resenet18 to adapt it for AD classification. Trans-
fer learning here improves the feature extraction.However
the network cannot extract the main changes of the brain
within the MRI data. [16] proposed a new concatenated
deep features approach based on the concatenation of the
pre-trained networks densenet121 and resnet18 network for
AD classification into five classes AD, MCI, EMCI, LMCI,
and NC. This study is validated using 138 MRI images from
the ADNI dataset.They reach an accuracy of 97%. This hy-
brid method outperforms the method proposed in [24] which
also proposed an AD classification into five stages using
only three-Dimensional DenseNet network achieving 0.86 as
value of accuracy.
[17] asserted that the F-18 Fluorodeoxyglucose positron
emission tomography/computed tomography is an effective
tool for AD early detection. They proposed a CNN net-
work that consists of five convolution layers for feature ex-
traction. They replace the fully connected layer by a global
average pooling layer that enhances the object localization
and minimizes the network parameters. Through this layer
they extract the heatmap of input that selects the relevant
region for making a classification. In this study, they used
a custom dataset to classify AD and NC. [30] noticed that
most studies are focused on AD detection based on CNN
and there is a need for a learning object detection methods
on Alzheimer’s Disease detection. For this end, they pro-
posed a new AD detection based on on common object de-
tection methods such as faster R-CNN, SSD and YOLOv3.
In addition, they created a custom dataset from the ADNI
dataset using a collection of T1 weighted sagittal MRI di-
com slices in MP-Rage series in DICOM 16-bit and PNG
16-bit image format annotated with their respective class la-
bel and bounding box in Pascal VOC format. They figure out
the main advantage of the object detection within the AD di-
agnosis. Their study yields a good detection accuracy ( 0.998
for YOLOv3, 0.982 for SSD and 0.988 for Faster R-CNN).
[26] proposed an hybrid method that combines VGG16 and
CNN model for AD classification. [27] also proposed an hy-
brid method based on the 3D CNN and 3D convolutional
long short-term memory for AD classification. They ex-
tract an informative features within the input MRI using the
3DCNN. The 3D CLSTM is used to extract the channel-
wise higher-level information. Extracting the channel-wise
higher-level information enhances the capability of the net-
work to learn more regions related to the AD. They validated
their study using the ADNI dataset. They achieved 94.19%
as an accuracy of classification. [28] 3D multiscale convo-
lutional neural network consists of 8 layers (Conv1-Conv8)
for muliscale feature extraction. They proposed a feature fu-
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sion method and enhancement layers that merge multiscale
feature maps into a vector. They applied a pooling to each
feature map. This produced feature maps in different scales.
Then a feature fusion strategy is applied to fuse the multi-
scale features by concatenating feature vectors from all scale
levels. This method enhances the CNN feature representa-
tion for effective AD detection. Experiments were validated
on the ADNI dataset. This method achieved an accuracy
of 93.53%. Transformers today are [29] introduced an op-
timized vision transformer method for AD stages prediction
based on fMRI data. Through this review we noticed that
most studies are based on the single modality which is the
MRI modality and the CNN models. However CNN models
have many limitations regarding the feature representation
and the need for huge amounts of data. It does not capture
and encode the long large relationships at pixel level within
the input image. CNN ensures a good generalizability how-
ever it does not capture the main dependencies and the high
global features in the input image. There are many recent
studies that pointed out that attention-based networks can
outperform convolutional Neural Networks (CNNs) on im-
age classification and recognition. There are few studies on
the AD detection that incorporate the attention mechanism to
boost the capability of CNN for optimal feature representa-
tion. Further, there is no studies that investigate the use of
the transformers on AD detection. In this study we deal with
this issues.

III. Methods

In this section we describe the proposed method. Firstly, we
proposed a data augmentation method based on the self at-
tention generative adversarial neural network to improve the
training process. Furthermore we evaluated some CNN mod-
els for AD detection and basing on this evaluation we investi-
gate the application of different transformer architectures on
the AD detection. Finally we describe the proposed multi-
modal based on a combination of the Efficient net B7 and the
vision transformer using the MRI and PET modality.

A. Data Selection

In this study we acquired data from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) dataset
(https://adni.loni.usc.edu/). ADNI is a longitudinal mul-
ticenter study that aims to enhance the clinical trials for
the prevention and treatment of Alzheimer’s disease. This
multisite study develops different types of AD biomarkers
such as clinical, imaging and genetic data for the early
diagnosis of AD. The main objective of the ADNI is to make
all the data available for scientists worldwide to foster AD
detection and diagnosis. In this study we select 2 types of
modalities MRI and FDG-PET scans captured in the same
period.

B. Data preprocessing

Data preprocessing is an integral step for deep learning mod-
els that enhance the ability of the model to learn relevant
features from he input image. The selected MRI and PET
scans undergone various processing steps. The preprocessing

Table 1: Demographic information of samples from ADNI
dataset.

Total numberModalitySexAgeClass
CN (60-100) (F)and (M) MRIand FDG-PET 610
MCI (60-100) (F)and (M) MRIand FDG-PET 670
AD (55-100) (F)and (M) MRI and FDG-PET 690

of MRI scans includes bias correction, noise removal, Grad-
warp, B1 non-uniformity, corrupted image removal, smooth-
ing, image resizing, conversion to Pytroch tensor and image
normalization.
The Table 1 present the main demographic information of
subjects selected from ADNI dataset used in this study.

C. Data augmentation using self attention generative adver-
sarial neural network

Deep learning networks such as convolution neural networks
require a huge amount of data for effective training and for
avoiding the overfitting problem. Traditional data augmenta-
tion are based on geometric transformation of the input im-
ages such as rotating,zooming, resizing,adding noise,image
translation and image flipping. However this technique is not
optimal for medical images. Recent data augmentation are
based on the generative adversarial neural network(GAN).
GAN has shown great potential in data augmentation.It is
a class of deep learning technique that creates a real image
from noise data to enlarge the size of the dataset in order to
ensure a generalizable deep learning model. GAN consists
of 2 networks. The first network is the generator that takes a
noise data from latent space and create a synthetic data. The
second network is the discriminator that classifies the gen-
erated images into real and fake or synthetic images. The
generator tends to generate a realistic image that can be clas-
sified as real images by the discriminator.
GAN is an innovative technique for data augmentation.
However it has many drawbacks. The main drawback is the
convergence. There is no relevant method to find when to
stop training the generator this leads to the unreliability in the
training. The loss function is not a metric that can outlines
the convergence of the GAN. Therefore we cannot figure out
when the generator can create high quality synthetic images.
The objective function of the GAN cannot outline the quality
of the output images. Researchers proposed many solutions
to mitigate and meet the main limitations of the GAN such
as the realization of the loss function. Another solution is to
replace the Jensen Shannon divergence of traditional GANs
with the Earth Mover distance. We applied the traditional
GAN however we noticed the unstable training of the 2 sub
networks of the GAN due to the high resolution and the mul-
tidimensional brain images.
The traditional generative adversarial network as depicted in
figure 1 are based on the CNN network which a ensure a rel-
evant spatial locality information extraction. However within
the CNN the receptive fields typically are not large enough
to detect larger structures and long-range interactions within
the input image.
Recently computer vision has been revolutionized by many
innovative techniques. The most trendy technique today
within deep learning is the attention mechanism. Researchers
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Figure. 1: Generative adversarial network architecture

foster and boost the CNN performance by the attention
mechanism. This mechanism is the most relevant break-
through in deep learning today which is inspired by the
human perception mechanism. Based on this technique
Self-Attention Generative Adversarial Networks ensure an
attention-driven and long-range dependency for image syn-
thesis.The SAGANs is a substantial improvement and extinc-
tion of GAN that integrate the self-attention mechanism into
convolutional GANs to capture long-range, multi-level rela-
tionships within the input image.

1) Attention mechanism

Attention mechanism is inspired by the human cognitive pro-
cess of selecting the relevant features of the image and ig-
noring the irrelevant features rather than concentrating on
the whole image. The attention mechanism can defined as:
Attention = f(g(x), x)
where g(x) represent the process of concentrating on the
most relevant and discriminative features within the image.
f(g(x), x) refers to the processing extracting the discrimina-
tive features of the input x based on the attention g(x).

Figure. 2: Example of attention mechanism

2) Self attention

Self attention refers to the intra-attention which is a type of
attention mechanism that takes in n inputs and returns n out-
puts. The self-attention mechanism ensures an interaction
between the inputs (“self”) and outlines who they should pay
more attention to (“attention”) [19] Figure 3.
The key component of the Self-Attention Generative Adver-
sarial Network is the self-attention module that is incorpo-
rated with the convolution network. This module adopts the
key-value-query model. The feature map created by the CNN
network is fed into the self attention to transform it into three
feature spaces named key f(x), value h(x), and query g(x).
These different feature maps are obtained by passing feature
maps created by the CNN through three different 1*1 con-
volution maps. Then the multiplication between Key f(x)
and query g(x) matrices is applied. In addition the softmax

Figure. 3: Self attention mechanism
adopted from [19]

is applied to each row operation of the multiplication result
and produces an attention map. The main objective of the
attention map from the softmax operation is to capture and
select which regions of the image the model should attend
to. Finally the attention map is multiplied with value h(x)
to create the self-attention feature map. The input feature
map is added to the scaled attention map to get the output.
Thanks to the self attention module the model focuses on the
local and global features within the input image using a scal-
ing parameter that is updated during the model training to
focus on the relevant features of the image. Another motiva-
tion to adopt the SAGAN for data augmentation is to ensure
stable training and avoid the instability in GAN training. The
SAGAN uses 2 main techniques the Spectral normalization
and the Two Time-scale Update Rule (TTUR) to deal with
the instability in GAN training . The spectral normalization
is applied in both the generator and the discriminator. This
technique adjusts the Lipschitz constant without the network
hyper-parameter tuning and avoids the gradients of the net-
work. Furthemore, the TTUR accelerates the learning speed
and avoid to the multiple discriminator updates for each gen-
erator update. The generator takes as input the noise data and
creates a synthetic image. Firstly the input data is reshaped
and then the model performs a stacking of transposed convo-
lution layers for the input to generate the output. We applied
the spectral batch normalization and ReLU For each of these
layers as illustrated in the figure 4. We integrate the self at-
tention module within the generator to ensure the long-range
dependency modeling and allow the creation of high quality
images.
The discriminator takes the generated image as input and ap-
plies a stacking of convolution layers flowed by the spectral
batch normalization and Leaky ReLU layers as depicted in
the figure 5.
During the training process, the discriminator takes real im-
ages from the training set and receives generated images
from the generator network. The discriminator model is
trained to maximize the probability of distinguishing be-
tween the real images from the training set and fake samples
from the generator. We also add a self attention module for
the discriminator to enhance its capability to capture and en-
code the long-range dependency within the image for an ef-
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Figure. 4: Generator architecture

Figure. 5: Discriminator architecture

fective data classification. For the training we adopt the two-
timescale update rule (TTUR) to deal with the slow learning
in the regularization of the discriminator. The traditional reg-
ularization methods of the discriminator are based on multi-
ple regularized discriminators. The discriminator is updated
per generator is updated during training this slows the learn-
ing of the network.The separate learning rate (TTUR) specif-
ically overcomes this issue.
The Spectral Normalization is added to the generator and the
discriminator to enhance the stability of the GAN and im-
prove the quality of the generated images. The Self-Attention
Generative Adversarial Network ensures a high quality of
image generation as depicted in the figure 6 thanks to the
attention-driven, and long-range dependency. In our previ-
ous work ”Deep Squeeze and Excitation-Densely Connected
Convolutional Network with cGAN for Alzheimer’s disease
early detection” within our previous work [32] we adopted a
cGAN for image generation. We noticed that the new method
SGAN yields better results comparing to our previous work.

D. Alzheimer’s disease early detection using CNN models

In the first step we evaluated different convolution neural
networks such as VGG16,Resnet 152,Inception model and
DenseNet network.
We figure out that the CNN models lack from a high feature
representation capability and an effective information extrac-
tion from image. Researchers recently adopted the attention
mechanism to boost the CNN capability for an effective fea-
ture representation and extraction.
Figure 7,8 and 9 illustrate the application of the Alexnet,
Resnet 152 and VGG model. As shown in these figures,
these models do not achieve a high accuracy for AD detec-

Figure. 6: Output of the Self Generative Adversarial Net-
work for data augmentation

Figure. 7: Alexnet application

tion. Further, CNN models cannot capture the long relation
between image pixels and cannot model the relative position
of the feature within an image. CNN networks cannot en-
code long-range dependencies within the input image for an
effective recognition. The solution is to increase the size of
the filterers used to detect the image features. However this
increases the computational cost of the model and produces
the vanishing gradient problem.
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Figure. 8: Resnet 152 application

Figure. 9: VGG16 application

E. Alzheimer’s disease early detection using Transformer
architecture

Recently researches adopt the self attention mechanism to
mitigate these limitations. This technique enables an effec-
tive feature representation by tracking and encoding the main
long-range dependencies within the image. Transformers are
based on the self attention mechanism motivated by this idea
researchers applied the transformer on computer vision tasks
such as image classification.

1) Transformer

The transformer is an attention-based encoder-decoder archi-
tecture. It is made up of a stack of encoder-decoders.
The encoder consists of six identical layers. Each layer
involves 2 sub layers flowed by a normalization layer.The
first layer is a multi-head self-attention mechanism, and
the second is a simple position wise fully connected feed-
forward network that applied transformations with Rectified
Linear Unit (ReLU) activation.
FFN(x) = ReLU(W1x+ b1)W2 + b2

The input is passed through the self-attention layer and it
takes each step of the encoding from the previous encoder as
input and weighs their importance to each other in order to
obtain the output encodings. The output is fed into the feed-
forward neural network which processes each output encod-
ing individually. These output encodings are then passed
to the next encoder as its input, as well as to the decoders.
Authors claimed that they used residual blocks within each

adapted from [20]

Figure. 10: Transformer architecture

two sub-layers. The output of each layer is defined as
LayerNorm(x + Sublayer(x)) Where the LayerNorm
is a normalization layer and the Sublayer(x) represent the
function processed by the sublayer itself. The decoder is
made up of six layers. Each layer consists of three sub lay-
ers: the self-attention mechanism, an attention mechanism
over the encodings, and a feed-forward neural network.

2) The Transformer Attention

The transformer attention represents the mapping between a
query and a set of key-value pairs, to an output. There are
2 main types of attention mechanisms named a scaled dot-
product attention and a Multi-Head Attention.

The scaled dot-product attention takes as input a vec-
tors of dimension that represent the queries and keys and
a applied a dot product for each query with all the input
keys.Then it defined as:
attention(Q,K,V) = softmax

(
QKT

√
dk

)
V

Where q adn k dk are vectors of dimension that represent the
queries and keys, respectively.

Multi-Head Attention The Multi-Head Attention is an at-
tention module that capture a different representation of sub-
spaces of queries, keys, and values by projecting linearly
these values. Each step is an Attention Head. The Atten-
tion module splits its Query, Key, and Value parameters N-
ways and passes each split independently through a separate
Head. All of these similar Attention calculations are then
combined together to produce a final Attention score. This is
called Multi-head attention and gives the Transformer greater
power to encode multiple relationships and nuances for each
word. The multi-head attention is defined as follows:

MultiHead(Q,K,V) = concat(head1, . . . , headh)W
O

Where each headi = attention(QWQ
i ,KWK

i ,VWV
i )
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3) The application of the vision transformer

The vision transformer is new approach based on the trans-
former that replace the convolutions by the transformer ar-
chitecture. The transformer architecture process the input
on sequences. Here we divide the image into patches and
and flattening each patch to a vector as depicted in figure 11.
We investigated the application of the vision transformer for

Figure. 11: ViT architecture

Alzheimer’s classification using a uni-modal method based
on the MRI data. The vision transformer splits the input
image as a sequence of image patches with fixed size and
flatten them. Then create a lower-dimensional linear embed-
ding from these patches and apply a positional embedding as
an input to the transformer encoder. The transformer con-
sists of a Multi-Head Self Attention Layer (MSP). This layer
ensures a training of the local and the global dependencies
in an image by concatenating all the attention outputs lin-
early to the right dimensions. The Multi-Layer Perceptrons
(MLP) Layer involves a two-layer with a Gaussian Error Lin-
ear Unit (GELU). The Layer Norm (LN) is a normalization
layer added to each block to foster the model performance.
We noticed that the vision transformer outperforms the CNN
models such as VGG16. It has a good learning ability. Figure

Figure. 12: Accuracy vs loss curve of the ViT method appli-
cation using MRI modality

12 outlines the application of the ViT using the MRI modality
for AD early detection. ViT ensures relevant and robust fea-
ture representation and extraction. It captures the local and
the global features within the images. In addition, it captures
and encodes the main long large dependencies within the in-
put image which enhance the feature extraction. We achived

a good accuracy using the ViT network.However, the perfor-
mance of the ViT is depend on the size of the dataset due to
low locality inductive bias. In addition the performance of
the model depends on a sect of factors such as the network
depth the optimizer and the network hyperparameters. ViT is
difficult to optimize whereas CNN is easy to optimize. The
ViT require a huge amount of data.

4) Data-efficient Image Transformer

Data-efficient Image Transformer is a subtype of vision
transformer that uses a teacher-student strategy specific to
transformers for training. This model is based on a distilla-
tion token that enables the student to learn from the teacher
through attention. The DeiT can be considered as an extinc-
tion of the ViT architecture by adding to the original archi-
tecture an additional distillation token to the the input token
as depicted in the figure 13. This new architecture processes
the input images as a sequence of input tokens. We investi-

adapted from [22]

Figure. 13: Deit architecture

gated the use of the DeiT on Alzheimer’s classification using
MRI data. The Deit overcome the main problem of the ViT
which is the need of huge amount of data for training.

Figure. 14: Deit application

It requires less data than the ViT. Hence the DeiT yields op-
timal performance with less computing resources comparing
to the ViT. The figure 14 illustrate the Deit performance on
the Ad early detection.
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5) Covit

ConViT is a new type of vision transformer that is based
on a gated positional self-attention module (GPSA). The
GPA is type of positional self-attention that incorporates a
“soft” convolutional inductive bias. The main objective of
the GPSA layers is to ensure the locality of convolutional
layers,

adapted from [21]

Figure. 15: ConViT application

The ConViT can be considered as a modification of the ViT
architecture. It replaces the first 10 self-attention layer of
the Vision Transformer with gated positional self-attention
(GPSA) layers. Here there is a new type of self-attention
layer named gated positional self-attention (GPSA) layer. As
depicted in the figure 15 , the ConViT architecture adopted
a gated position self-attention (GPSA) layers in the first part
of the network followed by a self-attention (SA) layer in the
second part of the network.

Figure. 16: ConViT application

The ConVit enhances the ViT architecture by gated posi-
tional self-attention to mimic the locality of convolutional
layers. However it requires costly pretraining. Figure 16
present the performance of the ConVit on the AD early di-
agnosis. The Transformer based architectures outperform
CNNs but this approach requires a huge amount of data. In
this study, we find that the best solution is to combine the
CNN model with the transformer. CNN has a relevant gener-
alization ability thanks to its inductive bias, and transformer
has stronger learning ability due to its global receptive field.
We propose to combine these main advantages.

F. Alzheimer’s classification using ViT and EfficientNet-V2

We proposed to combine the EfficientNet-V2 and the vi-
sion transformer for Alzheimer’s detection based on the MRI
data. The self attention within the transformer allow it to
highlight the relevant features within the image and learn the
crucial long-range dependencies between the image features.
Furthermore,EfficientNetV2 ensures an optimal generaliza-

Figure. 17: ViT EfficientNet-V2 using MRI data

tion. The proposed method is built upon 2 main networks,
the EfficientNetV2 and the vision transformer as depicted in
the figure 17. The first stage is the feature extraction using
the EfficientNetV2 network in order to extract local features.
The output of the CNN is then passed through the Vision
transformer network.

1) EfficientNet-V2 architecture

EfficientNet is a scaling method and lightweight NAS-based
network that overcomes the main limitations of the tradi-
tional CNN methods. Traditional methods improve the per-
formance of the CNN network based on the width of the
network only or the depth or the resolution of the input im-
age. However, scaling these three dimensions at the same
time is the key solution for improving accuracy and training
efficiency. Increasing the network width, depth and image
resolution foster the network capability for extracting more
complex features from the input image.
EfficientNet balances all the network parameters
(depth,width,resolution) at the same time using a com-
pound coefficient dimensions.

Compound Scaling The building block of the Efficient-
Net is the compound scaling method, which is based on a
compound coefficient α to scale and balance the network
parameters at the same time.

depth=d = αϕ

width=w = βϕ

resolution=r = γϕ

α.β2.γ2

α >= 1, β >= 1, γ >= 1
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adapted [23]

Figure. 18: Basic EfficientNet architecture

EfficientNetV2 is an extinction of the traditional Efficient-
Net in which the original MBConv in EfficientNetV1 are re-
placed by the Fused-MBConv. This new module replaces
the depthwise 3x3 convolution and expansion 1*1 convolu-
tion in MBConv with 3*3 convolution. The EfficientNetV2
architecture adopted the MBConv and the Fused-MBConv
modules in the early layers. It uses small 3*3 kernel sizes
rather than 5x5 in EfficientNetV1. It removes the last stride-
1 stage as in EfficientNetV1. EfficientNetV2 used a progres-
sive learning strategy to enhance the training by increasing
the image size and the magnitude of regularization simulta-
neously.

2) Vision transformer network ViT L-16

We adopted the ViT L-16 model for the second “Large” vari-
ant with a patch size of 16 × 16. This model involves 23
stacked transformer encoder layers.

Figure. 19: ViT and EfficientNet-V2 unimodal application
using FDG-PET modality

The ViT L-16 takes as input the feature maps produced by
the EfficientNetV2 . The ViT applied the patch embedding
projection to the patches extracted from the EfficientNetV2
feature map. As illustrated in the figure 20 the combina-
tion of the EfficientNet-V2 and ViT without the application
of the proposed data augmentation and based only on the
MRI modality achieves the best accuracy (91%) compared
to the application of CNN models and the Vit,ConViT and
the DeiT. We also applied our proposed method for the PET-
FDG modality as depicted in the figure 19. We noticed that

Figure. 20: ViT and EfficientNet-V2 unimodal application
based the MRI modality

the unimodal based on MRI modality produce better accu-
racy than the unimodal based on the FDG-PET modality.

3) Multimodal Alzheimer’s disease early detection

We adopt the image fusion method proposed by to [18].This
method consists of extracting the GM area that is vital for
the Alzheimer’s detection diagnosis from the FDG-PET, us-
ing the MRI scan as an anatomical mask. The main objec-
tive of this method is to concatenate the relevant information
from structural MRI information and functional PET infor-
mation. Firstly the MRI image is passed through a prepos-
sessing pipeline consisting of skull striping using a water-
shed” module in FreeSurfer 6.0. This method ensures the
extraction of the brain volume without irrelevant informa-
tion and preserves the intracranial tissue structure. Then the
image registration is applied to the output image from the
previous step through the FMRIB’s Linear Image Registra-
tion Tool module within the FSL package. Finally the seg-
mentation of the GM-MRI area using the FMRIB’s Auto-
mated Segmentation Tool module in the FSL package. The
preprocessing pipeline of the FDG-PET involved the image
co-registering of the FDG-PET image to its respective MRI
image using the FSL FLIRT module. The GM-MRI is then
used as an anatomical mask to cover the full FDG-PET im-
age obtained after the co-registering step through a mapping
method. Finally the output image is co-registered to the cor-
responding Origin-PET image, using the FSL FLIRT mod-
ule. As illustrated in the figure 21 the fused image is fed

Figure. 21: Multimodal Alzheimer’s disease early detection
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NetV2 like the other CNN models suffer from the nonlocal
features extraction. However it overcomes the inductive bias
problem of the transformer. For this end, the output of the Ef-
ficientNetV2 is used as the encoding or embedding of the vi-
sion transformer.The ViT then extracts and encodes the main
complex spatial relationships between high level image fea-
tures which enhance the network learning and feature rep-
resentation. Multimodal method or fusion of different brain
modality ensure the extraction of different features and bring
additional information that improve the feature representa-
tion and the learning process.

IV. Results and discussion

Our hybrid method has many advantages over the CNN mod-
els and the transformer methods because they are more com-
putationally efficient and extract different global and local
features. The figure 22 illustrated the performance of our
multi-modal proposed model and we achieved an accuracy
of 96%. of the network.

Figure. 22: The proposed method metrics

Our method performs well the ViT method, the CNN net-
works and the different current transformer networks. We
evaluated different CNN models. The main advantages of
these models are that they are easy to optimize and have a
good generalization. However deep networks suffer from the
vanishing gradient problem and over-fitting. Furthermore,
CNN models don’t encode and capture the relations at the
pixel level within the input image. These models capture
the local features but they don’t capture the global features
or the high level features within the image. Another limita-
tion is that CNN doesn’t pay attention to the relevant features
within the image and doesn’t encode the relative position of
different features within the image. Another issue regard-
ing the CNN is the receptive field size, increasing the size of
the receptive field to capture more features can increase the
model complexity. An effective feature extraction is based
on a relevant feature representation that tracks the long de-
pendencies within the image. The main limitation of CNN
is that it doesn’t encode the main long dependencies within
an input image and doesn’t hold the weighing of importance
of each feature within the image. Vision transformer is a sub
type of transformer for computer vision that incorporates the
self attention mechanism that ensures a relevant weighing

Table 2: Comparative table
Method Accuracy

61%AlexNet
85%ResNet 152 model
79%VGG16
86%Densenet121
89ViT
88%DeiT
86%ConViT
91%Unimodal based on ViT and EfficientNet-V2
96%Proposed method

mechanism of importance of each feature within the image
without compromising computational ability. ViT splits the
input image into small patches which allow the model to pro-
cess the local and global features within the image. The ViT
demonstrated promising and good performance. In addition,
it reduces the architecture complexity,ensures good scalabil-
ity and features learning . However it requires a huge amount
of data training and it is hard to optimize. Our method com-
bines the main advantages of the ViT and the EfficientNetV2
to ensure global and local features and a robust feature rep-
resentation that encodes the main long dependencies within
the image. Our proposed method ensure an efficient feature
extraction by combining the main advantage of ViT and Effi-
cientNetV2. We noticed that the proposed data augmentation
enhanced the model accuracy. The proposed model outper-
forms different models as depicted in the table 2 and ensure a
remarkable improvement in accuracy compared to CNN and
transformer models.

V. Conclusion

Brain disease prevention is a challenging task within person-
alized medicine. Alzheimer’s disease (AD) is a progressive
neurodegenerative disease that affects the person’s ability to
carry out daily tasks. The early diagnosis of this disease
based on such biomarkers is the key step towards stopping
its progression. Brain modality plays a critical role for under-
standing this disease. Deep learning opens new horizons and
shows pertinent results within this context. CNN is one of
the mods networks used for AD early detection. However its
application brings some challenges such as the need for huge
data for training, and the lack of a good mechanism to extract
non local features. CNN does not ensure a valuable feature
representation and does not track the relevant long range de-
pendencies within the image. In addition, it does not hold
a weighting mechanism that encodes the importance of each
feature within the image. Vision transformers are emerging
and promising networks that overcome the main issues of the
CNN and ensure a robust feature representation and extrac-
tion with low complexity and computational cost. However
these networks need huge amounts of data for training and
they are hard to optimize. Furthermore, ViT has a low in-
ductive bias compared to CNN. In this study, we proposed
a hybrid method that overcomes these issues by combining
the ViT and the EfficientNetV2. Our method combines the
main advantages of the CNN and transformer at the same
time and ensures a robust feature extraction and represen-
tation enhanced by a good data augmentation based on the
self attention generative adversarial network. The proposed
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method achieved the best accuracy compared to CNN mod-
els and transformer networks. The main advantage of our
method is that we also combine the main advantages of the
PET and MRI modality and our work is among the recent
works that adopt transformers on the AD detection.
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